
Knowledge Retrieval Over Public and Private Data

Simran Arora,1 Patrick Lewis, 2 Angela Fan, 2 Jacob Kahn*, 2 Christopher Ré*1
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Abstract

Users and organizations are generating ever-increasing
amounts of private data from a wide range of sources. In-
corporating private context is important to personalize open-
domain tasks such as question-answering, fact-checking, and
personal assistants. State-of-the-art systems for these tasks
explicitly retrieve information that is relevant to an input
question from a background corpus before producing an an-
swer. While today’s retrieval systems assume relevant cor-
pora are fully (e.g., publicly) accessible, users are often un-
able or unwilling to expose their private data to entities host-
ing public data. We define the PUBLIC-PRIVATE AUTORE-
GRESSIVE INFORMATION RETRIEVAL (PAIR) problem in-
volving retrieval over multiple privacy scopes. We introduce
a foundational benchmark with which to study PAIR, as
no existing benchmark includes data from a private distri-
bution. Our dataset, CONCURRENTQA, includes data from
distinct public and private distributions and is the first tex-
tual QA benchmark requiring concurrent retrieval over mul-
tiple distributions. Finally, we show that existing retrieval
approaches face significant performance degradations when
applied to our proposed retrieval setting and investigate ap-
proaches with which these tradeoffs can be mitigated. We re-
lease the QA system and new benchmark: https://github.com/
facebookresearch/concurrentqa

1 Introduction
The world’s information is split between publicly and pri-
vately accessible scopes and the ability to simultaneously
reason over both scopes is useful to support personalized
tasks. However, retrieval-based machine learning (ML) sys-
tems, which first retrieve relevant information to a user in-
put from background knowledge sources before providing
an output, do not consider retrieving from private data that
organizations and individuals aggregate locally. Neural re-
trieval systems are achieving impressive performance across
applications such as language-modeling (Borgeaud et al.
2021), question-answering (Chen et al. 2017), and dialogue
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(Dinan et al. 2019), and we focus on the underexplored ques-
tion of how to personalize these systems while preserving
privacy.

Consider the following examples that require retrieving
information from both public and private scopes. Individ-
uals could ask “With my GPA and SAT score, which uni-
versities should I apply to?” or “Is my blood pressure in
the normal range for someone 55+?”. In an organization,
an ML engineer could ask: “How do I fine-tune a lan-
guage model, based on public StackOverflow and our inter-
nal company documentation?”, or a doctor could ask “How
are COVID-19 vaccinations affecting patients with type-1
diabetes based on our private hospital records and public
PubMed reports?”. To answer such questions, users manu-
ally cross-reference public and private information sources.
We initiate the study of a retrieval setting that enables using
public (global) data to enhance our understanding of private
(local) data.

Modern retrieval systems typically collect documents that
are most-similar to a user’s question from a massive corpus,
and provide the resulting documents to a separate model,
which reasons over the information to output an answer
(Chen et al. 2017). Multi-hop reasoning (Welbl, Stenetorp,
and Riedel 2018) can be used to answer complex queries
over information distributed across multiple documents, e.g.
news articles and Wikipedia. For such queries, we observe
that using multiple rounds of retrieval (i.e., combining the
original query with retrieved documents at round i for use
in retrieval at round i + 1) provides over 75% gains in per-
formance vs. using one round of retrieval (Section 5). Itera-
tive retrieval is now common in retrieval (Miller et al. 2016;
Feldman and El-Yaniv 2019; Asai et al. 2020; Xiong et al.
2021; Qi et al. 2021; Khattab, Potts, and Zaharia 2021, inter
alia.).

Existing multi-hop systems perform retrieval over a sin-
gle privacy scope. However, users and organizations often
cannot expose data to public entities. Maintaining terabyte-
scale and dynamic data is difficult for many private entities,
warranting retrieval from multiple distributed corpora.

To understand why distributed multi-hop retrieval impli-
cates privacy concerns, consider two illustrative questions
an employee may ask. First, to answer “Of the products our
competitors released this month, which are similar to our
unreleased upcoming products?”, an existing multi-hop sys-
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Figure 1: Multi-hop retrieval systems use beam search to collect information from a massive corpus: retrieval in hopi+1 is
conditioned on the top documents retrieved in hopi. The setting of retrieving from corpora distributed across multiple privacy
scopes is unexplored. Here, the content of a private document retrieved in hopi is revealed to the entity hosting public data if
used to retrieve public documents in hopi+1.

tem likely (1) retrieves public documents (e.g., news arti-
cles) about competitors, and (2) uses these to find private
documents (e.g., company emails) about internal products,
leaking no private information. Meanwhile, “Have any com-
panies ever released similar products to the one we are de-
signing?” entails (1) retrieving private documents detailing
the upcoming product, and (2) performing similarity search
for public products using information from the confidential
documents. The latter reveals private data to an untrusted en-
tity hosting a public corpus. An effective privacy model will
minimize leakage.

We introduce the PUBLIC-PRIVATE AUTOREGRESSIVE
INFORMATION RETRIEVAL (PAIR) problem. Public and
private document distributions usually differ and our first
observation is that all existing textual benchmarks require
retrieving from one data-distribution. To appropriately eval-
uate PAIR, we create the first textual multi-distribution
benchmark, CONCURRENTQA, which spans Wikipedia in
the public domain and emails in the private domain, enabling
the study of two novel real-world retrieval setups: (1) multi-
distribution and (2) privacy-preserving retrieval:
• Multi-distribution retrieval The ability for a model to

effectively retrieve over multiple distributions, even in
the absence of privacy constraints, is a precursor to ef-
fective PAIR systems since it is unlikely for all private
distributions to be reflected at train time. However, the
typical retrieval setup requires retrieving over a single
document distribution with a single query distribution
(Thakur et al. 2021). We initiate the study of the real-
world multi-distribution setting. We find that the SoTA
multi-hop QA model trained on 90.4k Wikipedia data un-
derperforms the same model trained on the 15.2k CON-
CURRENTQA (Wikipedia and Email) examples by 20.8
F1 points on questions based on Email passages. Fur-
ther, we find the performance of the model trained on
Wikipedia improves by 4.3% if we retrieve the top k

2 pas-
sages from each distribution vs. retrieving the overall top
k passages, which is the standard protocol.

• Privacy-preserving retrieval We then propose a frame-
work for reasoning about the privacy tradeoffs required
for SoTA models to achieve as good performance on
public-private QA as is achieved in public-QA. We evalu-
ate performance when no private information is revealed,
and models trained only on public data (e.g. Wikipedia)
are utilized. Under this privacy standard, models sacrifice
upwards of 19% performance under PAIR constraints to
protect document privacy and 57% to protect query pri-
vacy when compared to a baseline system with standard,
non-privacy aware retrieval mechanics. We then study
how to manage the privacy-performance tradeoff using
selective-prediction, a popular approach for improving
the reliability of QA systems (Kamath, Jia, and Liang
2020; Lewis et al. 2021; Varshney, Mishra, and Baral
2022).

In summary: (1) We are the first to report on problems
with applying existing neural retrieval-systems to the pub-
lic and private retrieval setting, (2) We create CONCURREN-
TQA, the first textual multi-distribution benchmark to study
the problems, and (3) We provide extensive evaluations of
existing retrieval approaches under the proposed real-world
retrieval settings. We hope this work encourages further re-
search on private retrieval.

2 Background
Retrieval-Based Systems Open-domain applications,
such as question-answering and personal assistants, must
support user inputs across a broad range of topics. Implicit-
memory approaches for these tasks focus on memorizing
the knowledge required to answer questions within model
parameters (Roberts, Raffel, and Shazeer 2020). Instead
of memorizing massive amounts of knowledge in model
parameters, retrieval-based systems introduce a step to
retrieve information that is relevant to a user input from a
massive corpus of documents (e.g., Wikipedia), and then
provide this to a separate task model that produces the



output. Retrieval-free approaches have not been shown to
work convincingly in multi-hop settings (Xiong et al. 2021).

Multi-hop Question Answering We focus on open-
domain QA (ODQA), a classic application for retrieval-
based systems. ODQA entails providing an answer a to a
question q, expressed in natural language and without ex-
plicitly provided context from which to find the answer
(Voorhees 1999). A retriever collects relevant documents to
the question from a corpus, then a reader model extracts an
answer from selected documents.

Our setting is concerned with complex queries where sup-
porting evidence for the answer is distributed across multi-
ple (public and private) documents, termed multi-hop rea-
soning (Welbl, Stenetorp, and Riedel 2018). To collect the
distributed evidence, systems use multiple hops of retrieval:
representations of the top passages retrieved in hopi are used
to retrieve passages in hopi+1 (Miller et al. 2016; Feldman
and El-Yaniv 2019; Asai et al. 2020; Wolfson et al. 2020;
Xiong et al. 2021; Qi et al. 2021; Khattab, Potts, and Za-
haria 2021). Finally, we discuss the applicability of existing
multi-hop benchmarks to our problem setting in Section 4.

Privacy Framework Private retrieval for open-domain
applications is underexplored (Si and Yang 2014). Prior
works securely retrieve sparse encodings of the passages and
do not extend to neural-retrievers (Schoppmann et al. 2020;
Lai et al. 2018). To enable private retrieval, Lai et al. (2018)
represents each passage by a set of pre-defined attributes,
while Marujo et al. (2014) requires re-running the protocol
for each new set of queries. Modern retrieval systems use
dense passage encodings and seek to ingest new passages
and queries over time.

The computational overhead of existing cryptographic
methods for private retrieval, such as obfuscating queries by
interleaving real and fake queries or performing secure ap-
proximate nearest neighbor search, remain prohibitive (Ger-
vais et al. 2014; Servan-Schreiber 2021) more so for queries
requiring multiple hops. For instance, applying multi-party
computation, Murugesan et al. (2010) requires 4k minutes to
retrieve over a corpus of 1.5k documents with 1.5k queries
for a single-hop, again using sparse encodings. Applications
such as search require low latency. Cao et al. (2019) pro-
poses fully on-device search, but scaling the amount of pub-
lic data that can be hosted locally, not to mention updating
at the of rate public data updates, remains challenging.

Finally, federated learning (FL) with differential privacy
(DP) is a popular strategy for training models without ex-
posing training data (McMahan et al. 2016; Dwork et al.
2006). This can help produce a retriever that generalizes
to public and private distributions, granted there is train-
ing data for private distributions. Numerous attacks have
been demonstrated showing FL leaks private information
and DP can degrade quality (Shokri et al. 2017; Nasr, Shokri,
and Houmansadr 2019). Furthermore, once the retriever is
trained, it is used by public and private entities to encode the
raw documents; FL and DP do not protect at this stage.

We initiate the study of private neural (and iterative)
retrieval and we present a baseline that provides perfect-
privacy (Shannon 1949).

3 Problem Definition
Objective Given a multi-hop input q, a set of private docu-
ments p ∈ DP , and public documents d ∈ DG, the objective
is to provide the user with the correct answer a, which is con-
tained in the documents. Figure 1 (Right) provides an exam-
ple. Overall, the PUBLIC-PRIVATE AUTOREGRESSIVE IN-
FORMATION RETRIEVAL problem entails maximizing qual-
ity, while protecting query and document privacy.

Standard, Non-Privacy Aware QA Standard non-private
multi-hop ODQA involves answering q with the help of
passages d ∈ DG, using beam search. In the first itera-
tion of retrieval, the k passages from the corpus, d1, ..., dk,
that are most relevant to q are retrieved. The text of a re-
trieved passage is combined with q using function f (e.g.,
concatenating the query and passages sequences) to produce
qi = f(q, di), for i ∈ [1..k]. Each qi (which contains di) is
used to retrieve k more passages in the following iteration.

We now introduce the PAIR retrieval problem. The user
inputs to the QA system are the private corpus DP and ques-
tions q. There are two key properties of the problem setting.

Property 1: Data is likely stored in multiple enclaves and
personal documents p ∈ DP can not leave the user’s en-
clave. Users and organizations own private data, and un-
trustworthy (e.g., cloud) services own public data. First, we
assume users likely do not want to publicly expose their data
to create a single public corpus nor blindly write personal
data to a public location. Next, we also assume it is chal-
lenging to store global data locally in many cases. This is
because not only are there terabytes of public data and user-
searches follow a long tail (Bernstein et al. 2012) (i.e. it is
challenging to anticipate all a user’s information needs), but
public data is also constantly being updated (Zhang and Choi
2021). Thus, DP and DG are hosted as two separate corpora.

Now given q, the system must perform one retrieval over
DG and one over DP rank the results such that the top-k
passages will include kP private and kG public passages,
and use these for the following iteration of retrieval. If the
retrieval-system stops after a single-hop, there is no pri-
vacy risk since no p ∈ DP is publicly exposed. However
for multi-hop questions, if kP > 0 for an initial round of
retrieval, meaning there exists some pi ∈ DP which was in
the top-k passages, it would sacrifice privacy if f(q, pi) were
to be used to perform the next round of retrieval from DG.
Thus, for the strongest privacy guarantee, public retrievals
should precede private document retrievals. For less privacy-
sensitive use cases, this strict ordering can be weakened.

Property 2: Inputs that entirely rely on private informa-
tion should not be revealed publicly. Given the multiple
indices, DP and DG, q may be entirely answerable using
multiple hops over the DP index, in which case, q would
never need to leave the user’s device. For example, the query
from an employee standpoint, Does the search team use any
infrastructure tools that our personal assistant team does
not use?, is fully answerable with company information.
Prior work demonstrates that queries are very revealing of
user interests, intents, and backgrounds (Xu et al. 2007; Ger-
vais et al. 2014). There is an observable difference in the



search behavior of users with privacy concerns (Zimmerman
et al. 2019) and an effective system will protect queries.

4 CONCURRENTQA Benchmark
Here we develop a testbed for studying public-private re-
trieval. We require questions spanning two corpora, DP and
DG. First, we consider using existing benchmarks and de-
scribe the limitations we encounter, motivating the creation
of our new benchmark, CONCURRENTQA. Then we de-
scribe the dataset collection process and its contents.

4.1 Adapting Existing Benchmarks
We first adapt the widely used benchmark, HotpotQA (Yang
et al. 2018), to study our problem. HotpotQA contains
multi-hop questions, which are each answered using two
Wikipedia passages. We create HotpotQA-PAIR by split-
ting the Wikipedia corpus into DG and DP . This results in
questions entirely reliant on p ∈ DP , entirely on d ∈ DG, or
reliant on a mix of one private and one public document, al-
lowing us to evaluate performance under PAIR constraints.

Ultimately however, DP and DG come from a single
Wikipedia distribution in HotpotQA-PAIR. Private and pub-
lic data will often reflect different linguistic styles, struc-
tures, and topics. We observe all existing textual multi-hop
benchmarks require retrieving from a single distribution. We
cannot combine two existing benchmarks over two different
corpora because this will not yield any questions requiring
one document from each corpus. To evaluate with a realis-
tically private set of information and PAIR set up, we cre-
ate a new benchmark: CONCURRENTQA. We quantitatively
demonstrate the limitations of using HotpotQA-PAIR and
CONCURRENTQA in the experiments and analyses.

4.2 CONCURRENTQA Overview
We create and release a new multi-hop QA dataset, CON-
CURRENTQA, which is designed to more closely resemble
a practical use case for PAIR. CONCURRENTQA contains
questions spanning Wikipedia documents as DG and Enron
employee emails (Klimt and Yang 2004) as DP . We pro-
pose two unique evaluation settings for CONCURRENTQA:
performance (1) conditioned on the sub-domains in which
the question evidence can be found (Section 5), and (2) con-
ditioned on the degree of privacy protection (Section 6).

Each benchmark example includes the question that re-
quires reasoning over multiple documents, answer which is
a span of text from the supporting documents, and the spe-
cific supporting sentences in the documents which are used
to arrive at the answer and can serve as supervision signals.

Benchmark Collection We used Amazon Mechanical
Turk for collection. In question generation, crowdworkers
were shown sets of documents and asked to submit a ques-
tion that requires reasoning over all the documents in the set.
To select workers, we first used an onboarding exam to grant
access to the main task. We then reviewed initial submis-
sions from each candidate and allowed workers providing

The Enron Corpus includes emails generated by 158 employees of
Enron Corporation and are in the public domain.

high-quality submissions to generate questions. We manu-
ally reviewed over 2.5k examples and prioritized including
these in the final test and dev splits. Through reviewing, we
identified key failure modes and used these insights to de-
velop a second validation task. The validation task contained
a multiple choice questionnaire about the previously gener-
ated QA pairs to filter low-quality submissions.

4.3 Benchmark Analysis
The corpora contain 47k emails (DP ) and 5.2M Wikipedia
passages (DG), and the benchmark contains 18,439 exam-
ples (Table 2). Questions require three main reasoning pat-
terns: (1) bridge questions require identifying an entity or
fact in Hop1 on which the second retrieval is dependent, (2)
attribute questions require identifying the entity that satisfies
all attributes in the question, where attributes are distributed
across passages, and (3) comparison questions require com-
paring two similar entities, each appearing in a separate pas-
sage. We estimate the benchmark is 80% bridge, 12% at-
tribute, and 8% comparison questions. We focus on factoid
QA; Figure 6 shows the distribution of answers’ NER tags.

Emails and Wiki passages differ in several ways. Format:
Wiki passages for entities of the same type tend to be sim-
ilarly structured. Emails can contain portions of forwarded
emails, lists of articles, or spam advertisements. Noise: Un-
like Wiki passages, emails contain typos, URLs, and incon-
sistent capitalization. Entities: While a Wiki passage fo-
cuses on one entity, emails can cover multiple (possibly
unrelated) topics. Enron entities are mentioned in multiple
emails while public entities correspond to one Wiki passage.
In the trainset gold supporting passages, Enron entities occur
9 times and Wiki entities occur 4 times on average. Length:
emails are 3x longer than Wiki passages on average.

Limitations As in HotpotQA, workers see the gold sup-
porting passages when writing questions, which can result in
lexical overlap between the questions and passages. We mit-
igate these effects through validation task filtering and by
limiting the allowed lexical overlap via the Turk interface.
Next, our questions are not organic user searches, however
existing search and dialogue logs do not contain questions
over public and private data to our knowledge. Finally, En-
ron was a major public corporation; data encountered during
model pretraining could impact the distinction between pub-
lic vs. private data. We investigate this in Section 5.

Ethics Statement The Enron Dataset is already widely-
used in NLP research (Heller 2017). That said, we acknowl-
edge the origin of this data as collected and made public
by the U.S. FERC during their investigation of Enron. We
note that many of the individuals whose emails appear in the
dataset were not involved in wrongdoing. We defer to using
inboxes that are frequently used in prior work.

In the next sections, we evaluate CONCURRENTQA in the
PAIR setting. We first ask how a range of SoTA retriev-
ers perform in the mixed-domain retrieval setting in Section

Since information density is generally lower in emails vs. Wiki
passages, this helps crowdworkers generate meaningful questions.
Lengths chosen within model context window.



Question Hop 1 and Hop 2 Gold Passages

What was the estimated 2016 population of the city that
generates power at the Hetch Hetchy hydroelectric dams?

Hop 1 An email mentions that San Francisco generates
power at the Hetch Hetchy dams.
Hop 2 The Wikipedia passage about San Francisco reports
the 2016 census-estimated population.

Which firm invested in both the 5th round of funding for
Extraprise and first round of funding for JobsOnline.com?

Hop 1 An email lists 5th round Exraprise investors.
Hop 2 An email lists round-1 investors for JobsOnline.com.

Table 1: Example CONCURRENTQA queries based on Wikipedia passages (DG) and emails (DP ).

Split Total EE EW WE WW

Train 15,239 3762 4002 3431 4044
Dev 1,600 400 400 400 400
Test 1,600 400 400 400 400

Table 2: Size statistics. The CONCURRENTQA evaluation
splits are balanced between questions with gold passages as
emails (E) vs. Wikipedia (W) passages for Hop1 and Hop2.

5, then introduce baselines for CONCURRENTQA under the
perfect-privacy privacy model in Section 6.

5 Evaluating Multi-domain Retrieval
Here we study the SoTA multi-hop model performance on
CONCURRENTQA in the novel multi-distribution setting.
The ability for models trained on public data to generalize to
private distributions, with little or no labeled data, is a pre-
cursor to solutions for PAIR. In the commonly studied zero-
shot retrieval setting (Guoa et al. 2021; Thakur et al. 2021)
the top k of k passages will be from a single distribution,
however users often have diverse questions and documents.

We first evaluate multi-hop retrievers. Then we apply
strong single-hop retrievers to the setting, to understand the
degree to which iterative retrieval is required.

5.1 Benchmarking Multi-Hop Retrievers
Retrievers We evaluate the multi-hop dense retrieval
model (MDR) (Xiong et al. 2021), which achieves SoTA
on multi-hop QA and multi-hop implementation of BM25,
a classical bag-of-words method, as prior work indicates its
strength in OOD retrieval (Thakur et al. 2021).

MDR is a bi-encoder model consisting of a query encoder
and passage encoder. Passage embeddings are stored in an
index designed for efficient retrieval (Johnson, Douze, and
Jégou 2017). In Hop1, the embedding for query q is used to
retrieve the k passages d1, ..., dk with the highest retrieval
score by the maximum inner product between question and
passage encodings. Next, the retrieved passages are each ap-
pended to q and encoded, and each of the k resulting embed-
dings are used to collect k more passages in Hop2, yielding
k2 passages. The top-k of the passages after the final hop are
inputs to the reader, ELECTRA-Large (Clark et al. 2020).
The reader selects a candidate answer in each passage. The

Xiong et al. (2021) compares ELECTRA and other readers such as

candidate with the highest reader score is outputted.

Baselines We evaluate using four retrieval baselines: (1)
CONCURRENTQA-MDR, a dense retriever trained on the
CONCURRENTQA train set (15.2k examples), to under-
stand the value of in-domain training data for the task; (2)
HotpotQA-MDR, trained on HotpotQA (90.4K examples),
to understand how well a publicly trained model performs on
the mixed distribution; (3) Subsampled HotpotQA-MDR,
trained on subsampled HotpotQA data of the same size as
the CONCURRENTQA train set, to investigate the effect of
dataset size; and (4) BM25 sparse retrieval. Results are in
Table 3. Experimental details are in Appendix 8.1.
Training Data Size Strong dense retrieval performance
requires a large amount of training data. Comparing CON-
CURRENTQA-MDR and Subsampled Hotpot-QA MDR, the
former outperforms by 12.6 F1 points as it is evaluated in-
domain. However, the HotpotQA-MDR baseline, trained on
the full HotpotQA training set, performs nearly equal to
CONCURRENTQA-MDR. Figure 2 shows the performance
as training dataset size varies. Next we observe the sparse
method matches the zero-shot performance of the Subsam-
pled HotpotQA model on CONCURRENTQA. For larger
dataset sizes (HotpotQA-MDR) and in-domain training data
(CONCURRENTQA-MDR), dense outperforms sparse re-
trieval. Notably, it may be difficult to obtain training data
for all private or temporally arising distributions.

Domain Specific Performance Each retriever excels in a
different subdomain of the benchmark. Table 3 shows the re-
trieval performance of each method based on whether the
gold supporting passages for Hop1 and Hop2 are email (E)
or Wikipedia (W) passages (EW is Email-Wiki for Hop1-
Hop2). HotpotQA-MDR performance on WW questions is
far better than on questions involving emails. The sparse
retriever performs worse than the dense models on ques-
tions involving W, but better on questions with E in Hop2.
When training on CONCURRENTQA, performance on ques-

FiD (Izacard and Grave1 2021), finding similar performance. We
follow their approach and use ELECTRA.
We check for dataset leakage stemming from the “public” models
potentially viewing “private” email information in pretraining. Us-
ing the MDR and ELECTRA models fine-tuned on HotpotQA, we
evaluate on CONCURRENTQA using a corpus of only Wiki pas-
sages. Test scores are 72.0 and 3.3 EM for questions based on two
Wiki and two email passages respectively, suggesting explicit ac-
cess to emails is important.



Retrieval Method OVERALL Domain-Conditioned
EM F1 EE EW WE WW

CONCURRENTQA-MDR 48.9 56.5 49.5 66.4 41.8 68.3
HotpotQA-MDR 45.0 53.0 28.7 61.7 41.1 81.3
Subsampled HotpotQA-MDR 37.2 43.9 23.8 51.1 28.6 72.1
BM25 33.2 40.8 44.2 30.7 50.2 30.5

Oracle 74.1 83.4 66.5 87.5 89.4 90.4

Table 3: CONCURRENTQA results using four retrieval approaches, and oracle retrieval. On the right, we show performance (F1
scores) by the domains of the Hop1 and Hop2 gold passages for each question (email is “E”, Wikipedia is “W”, and “EW”
indicates the gold passages are email for Hop1 and Wikipedia for Hop2).

Figure 2: F1 score vs training data size, training MDR on
subsampled HotpotQA (HPQA) and subsampled CONCUR-
RENTQA (CQA) training data. We also show trends by the
question domain for CQA (dotted lines).

tions involving E improves significantly, but remains low on
W-based questions. Finally, we explicitly provide the gold
supporting passages to the reader model (Oracle). EE oracle
performance also remains low, indicating room to improve
the reader.

How well does the retriever trained on public data per-
form in the PAIR setting? We observe the HotpotQA-
MDR model is biased towards retrieving Wikipedia pas-
sages. On examples where the gold Hop1 passage is an
email, 15% of the time, no emails appear in the top-k Hop1
results; meanwhile, this only occurs 4% of the time when
Hop1 is Wikipedia. On the slice of EE examples, 64% of
Hop2 passages are E, while on the slice of WW exam-
ples, 99.9% of Hop2 passages are W. If we simply force
equal retrieval (k2 ) from each domain on each hop, we ob-
serve 2.3 F1 points (4.3%) improvement in CONCURREN-
TQAperformance, compared to retrieving the overall top-k.
Optimally selecting the allocation for each domain is an ex-
citing question for future work.

Performance on WE questions is notably worse than on
EW questions. We hypothesize this is because several emails
discuss each Wikipedia-entity, which may increase the noise
in Hop2 (i.e., WE is a one-to-many hop, while for EW, W
typically contains one valid entity-specific passage). The lat-
ter is intuitively because individuals refer to a narrow set of
public entities in private discourse.

5.2 Benchmarking Single-Hop Retrieval
In Section 3, we identify that iterative retrieval impli-
cates document privacy. Therefore, an important preliminary
question is to what degree multiple-hops are actually re-
quired? We investigate this question using both HotpotQA
and CONCURRENTQA. We evaluate MDR using just the
first-hop results and Contriever (Izacard et al. 2021), the
SoTA single-hop dense retrieval model.

Results Using the off-the-shelf HotpotQA fine-tuned
MDR model and retrieving for just 1-hop results in 41%
worse Recall@10 compared to 2-hop MDR on HotpotQA.
Next, using the strong single-hop retriever, Contriever, we
find Recall@10 remains 32% and 17% worse compared to
2-hop MDR on HotpotQA, when using the off-the-shelf pre-
trained and MS-MARCO (Nguyen et al. 2016) fine-tuned
variants of this single-hop model respectively. Strong single-
hop models trained over more diverse publicly available data
may help address the PAIR problem.

However, on CONCURRENTQA, we find that Contriever
MS-MARCO Recall@10 is 34% worse than 2-hop MDR.
By sub-domain, the Contriever model finds the gold first-
hop passage for 85% of questions where both gold passages
are from Wikipedia, but less than 39% when at least one gold
passage (hop1 and/or hop2) is an email.

Analysis We observe the MS-MARCO fine-tuned Con-
triever model performs well with a single-hop over Hot-
potQA, but leaves a large gap on CONCURRENTQA. In error
analysis, we find the model retrieves the first-hop passage
49% of the time and second-hop passage 25% of the time.
By sub-domain, the Contriever model finds the gold first-
hop passage for 85% of questions where both gold passages
are from Wikipedia, but less than 39% when at least one gold
passage (hop1 or hop2) is from Enron, suggesting a quality
gap between the distributions. Finally, Contriever is chal-
lenging to fine-tune on CONCURRENTQA and we hypoth-
esize this is because Contriever used a manual and careful
negative sampling procedure. Overall, iterative retrieval pro-
vides large improvements over current single-hop retrievers.

6 Evaluation under Privacy Constraints
In this section, we provide baselines for CONCURRENTQA
under privacy constraints. There are many possible privacy
constraints as users find different information to be sensi-
tive (), so we demonstrate how to apply a classical privacy



Privacy Level Sample Questions Answered under Each Privacy Level

Answered with
No Privacy, but
not under Docu-
ment Privacy

Q1 In which region is the site of a meeting between Dabhol manager Wade Cline and
Ministry of Power Secretary A. K. Basu located?
Q2 What year was the state-owned regulation board that was in conflict with Dabhol
Power over the DPC project formed?

Answered with
Document Pri-
vacy

Q1 The U.S. Representative from New York who served from 1983 to 2013 requested a
summary of what order concerning a price cap complaint?
Q2 How much of the company known as DirecTV Group does General Motors own?

Answered with
Query Privacy

Q1 Which CarrierPoint backer has a partner on SupplySolution’s board?
Q2 At the end of what year did Enron India’s managing director responsible for managing
operations for Dabhol Power believe it would go online?
*All evidence is in private emails and not in Wikipedia.

Table 4: Examples of queries answered under different privacy restrictions. Bold indicates private information.

Model HOTPOTQA-PAIR CONCURRENTQA
EM F1 EM F1

No Privacy Baseline 62.3 75.3 45.0 53.0
No Privacy Multi-Index 62.3 75.3 45.0 53.0
Document Privacy 56.8 68.8 36.1 43.0
Query Privacy 34.3 43.3 19.1 23.8

Table 5: Multi-hop QA datasets using the dense retrieval baseline (MDR) under each privacy setting.

model, perfect-privacy, to the PAIR retrieval setting.
The perfect-privacy guarantee is that as users interact with

the system, the probability that adversaries learn private in-
formation does not increase (Shannon 1949; Miklau and Su-
ciu 2004). Perfect-privacy based access-control frameworks
are actively used in practice for highly sensitive settings such
as government and medical data (Bell and LaPadula 1976;
Hu, Ferraiolo, and Kuhn 2006), motivating our study of the
framework.

Setup We use models trained on Wikipedia data, to eval-
uate performance under privacy restrictions both in the
in-distribution multi-hop HotpotQA-PAIR (an adaptation
of the HotpotQA benchmark to the PAIR setting (Yang
et al. 2018)) and mixed-distribution CONCURRENTQA
(Wikipedia and Enron based) settings. Motivating the latter,
sufficient training data is seldom available for all private dis-
tributions. We use the multi-hop SoTA model, MDR, which
is representative of the iterative retrieval procedure that is
used across multi-hop solutions (Miller et al. 2016; Feldman
and El-Yaniv 2019; Xiong et al. 2021, inter alia.).

We construct Hotpot-PAIR by randomly assigning pas-
sages to the private (DP ) and public (DG) corpora. To en-
able a clear comparison, we ensure that the sizes of DP and
DG, and the proportions of questions for which the gold
documents are public and private in Hop1 and Hop2 match
those in CONCURRENTQA.

6.1 Applying Perfect-Privacy to PAIR
We evaluate performance when no private information (nei-
ther queries nor documents) is revealed whatsoever. We
compare four baselines, shown in Table 5. (1) No Privacy

Baseline: We combine all public and private passages in one
corpus, ignoring privacy concerns. (2) No Privacy Multi-
Index: We create two corpora and retrieve the top k from
each index in each hop, and retain the top-k of these 2k doc-
uments for the next hop, without applying any privacy re-
striction. Note performance should match single-index per-
formance. (3) Document Privacy: We use the process in (2),
but cannot use a private passage retrieved in Hop1 to subse-
quently retrieve from public DG. (4) Query Privacy: The
perfect-privacy baseline to keep q private is to only retrieve
from DP .

Overall, we can answer many complex questions while
maintaining perfect-privacy (see Table 4). However, in
maintaining document privacy, the end-to-end QA perfor-
mance degrades by 9% HotpotQA and 19% for CONCUR-
RENTQA compared to the quality of the non-private system;
degradation is worse under query privacy. Perfect-privacy is
a natural starting point and we hope future work studies al-
ternate privacy models using the resources we provide.

Setup Selective prediction aims to provide the user with
an answer only when the model is confident. The goal is to
answer as many questions as possible (high coverage) with
as high performance as possible (low risk). Given query q,
and a model which outputs (â, c), where â is the predicted
answer and c ∈ R represents the model’s confidence in â,
we output â if c ≥ γ for some threshold γ ∈ R, and ab-
stain otherwise. As γ increases, risk and coverage both tend
to decrease. The QA model outputs an answer and score for
each of the top-k retrieved passages — we compute the soft-
max over the top-k scores and use the top softmax score as c
(Hendrycks and Gimpel 2017; Varshney, Mishra, and Baral



0.0 0.2 0.4 0.6 0.8 1.0
Coverage

0.0

0.1

0.2

0.3

Ri
sk

 (1
-F

1 
Sc

or
e)

HPQA Risk-Coverage

With Document Privacy
No Privacy
No Privacy Overall Risk

0.0 0.2 0.4 0.6 0.8 1.0
Coverage

0.0

0.2

0.4

Ri
sk

 (1
-F

1 
Sc

or
e)

CQA Risk-Coverage

With Document Privacy
No Privacy
No Privacy Overall Risk

Figure 3: Risk-coverage curves using the model trained on Wikipedia data for HotpotQA-PAIR and mixed-distribution CON-
CURRENTQA retrieval, both under No Privacy and perfect Document Privacy (which restricts Private to Public retrieval).
The left shows the overall test results, and the right is split by the the domains of the gold supporting passages for the question
at hand, for Hop1 to Hop2.

2022). Models are still trained in the public domain, i.e. on
HotpotQA.
Results Risk-coverage curves for HotpotQA and CON-
CURRENTQA are in Figure 3. Under Document Privacy, the
“No Privacy” score of 75.3 F1 for HotpotQA and 53.0 F1 for
CONCURRENTQA are achieved at 85.7% and 67.8% cover-
age respectively.

First, we observe in the top plots that in the absence of pri-
vacy concerns, the risk-coverage trends are worse for CON-
CURRENTQA vs. HotpotQA (i.e. the quality degrades more
quickly as the coverage increases). Out-of-distribution se-
lective prediction is actively studied (Kamath, Jia, and Liang
2020). However, this setting differs from the standard setup.
The bottom plots show on CONCURRENTQA that that the
risk-coverage trends differ widely based on the sub-domains
of the questions; the standard retrieval setup typically has a
single distribution (Thakur et al. 2021).

Second, privacy restrictions correlate with degredations
in the risk-coverage curves on both CONCURRENTQA and
HotpotQA. Critically, HotpotQA is in-distribution for the
retriever. Strategies beyond selective prediction via max-
prob, the prevailing approach in NLP (Varshney, Mishra, and
Baral 2022), may be useful for the PAIR setting.

7 Conclusion
We ask how to personalize neural retrieval-systems in a
privacy-preserving way and report on how arbitrary retrieval
over public and private data poses a privacy concern. We

define the PAIR retrieval problem, present the first textual
multi-distribution benchmark to study the novel setting, and
empirically characterize the privacy-quality tradeoffs faced
by neural retrieval systems.

In Section 4, we motivated the creation of CONCURREN-
TQA, rather than simply repurposing existing benchmarks
such as HotpotQA, by noting CONCURRENTQA is multi-
distributional. In summary, we qualitatitvely analyzed how
the public Wikipedia and private emails in Section 4.3, and
demonstrated the unique retrieval challenges of applying
models trained on one distribution (e.g. public) to the mixed-
distribution (e.g. public and private) setting in Sections 5
and 6. Private-public retrieval is intuitively often a mixed-
distribution problem, warranting the new benchmark.

Private neural retrieval is underexplored and we hope the
benchmark-resource and evaluations we provide inspire fur-
ther research, for instance under alternate privacy models.
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8 Appendix
8.1 Experimental Details
Dense Retrieval We use the model implementations for
the MDR (dense retriever) provided by Xiong et al. (2021).
For the non-private experiments, we use the base retrieval al-
gorithm; we extend the base implementation for the private-
retrieval modes described in Section 3 and release our im-
plementation. We construct the dense passage corpus using
FAISS (Johnson, Douze, and Jégou 2017), and use exact in-
ner product search as in the original implementation. For
the HotpotQA-MDR experiments, we directly use the pro-
vided question encoder and passage encoder checkpoints in
the code base. For training the CONCURRENTQA-MDR and
Subsampled HotpotQA-MDR experiments (Section 5), we
train the MDR model from scratch, finding the hyperparam-
eters in Table 8 work best.

The MDR retriever is trained with a contrastive loss as in
Karpukhin et al. (2020), where each query is paired with a
(gold annotated) positive passage and m negative passages
to approximate the softmax over all passages. We consider
two methods of collecting negative passages: first, we use
random passages from the corpus that do not contain the
answer (random), and second, we use one top-ranking pas-
sage from BM25 that does not contain the answer as a hard-
negative paired with remaining random negatives. We do
not observe much difference between the two approaches
for CONCURRENTQA-results (also observed in Xiong et al.
(2021)), and thus use random negatives for all experiments.
We hope to experiment with additional methods of selecting
negatives for CONCURRENTQA in future work.

The number of retrieved passages per retrieval, k, is an
important hyperparameter as increasing k tends to increase
recall, but sacrifice precision. Using larger values of k is also
less efficient at inference time. We use k = 100 for all ex-
periments in the paper and Table 6 shows the effect of using
different values of k on performance.

https://github.com/facebookresearch/multihop dense retrieval



k Avg-PR F1

k = 1 41.4 33.5
k = 10 55.9 44.7
k = 25 63.3 48.0
k = 50 68.4 50.4
k = 100 73.8 53.0

Table 6: Retrieval performance (Average Passage-Recall@k,
F1) for k ∈ {1, 10, 25, 50, 100} retrieved passages per hop
using the retriever trained on HotpotQA for OOD CONCUR-
RENTQA test data.

k F1

k = 1 22.0
k = 10 34.6
k = 25 37.8
k = 50 39.3
k = 100 40.8

Table 7: F1 score on the CONCURRENTQA test data for k ∈
{1, 10, 25, 50, 100} retrieved passages per hop using BM25
sparse retrieval.

Learning Rate 5e-5
Batch Size 150
Maximum passage length 300
Maximum query length at initial hop 70
Maximum query length at 2nd hop 350
Warmup ratio 0.1
Gradient clipping norm 2.0
Training epoch 64
Weight decay 0

Table 8: Retrieval hyperparameters for MDR training on
CONCURRENTQA and Subsampled-HotpotQA.

Finally, in our ablations with Contriever (Izacard et al.
2021), we also use the released checkpoints.

Sparse Retrieval For the sparse retrieval baseline, we use
the Pyserini BM25 implementation using default parame-
ters. We consider different values of k ∈ {1, 10, 25, 100}
per retrieval and report the retrieval performance in Table 7.
We generate the second hop query by concatenating the text
of the initial query and first hop passages.

QA Model We use the provided ELECTRA-Large reader
model checkpoint from Xiong et al. (2021) for all experi-
ments. The model was trained on HotpotQA training data.
Using the same reader is useful to understand how retrieval
quality affects performance, in the absence of reader modi-
fications.

https://github.com/facebookresearch/contriever
https://github.com/castorini/pyserini

8.2 Additional Experimental Results
Figures In Table 9, we provide QA results for the CON-
CURRENTQA Dev split under the PAIR restrictions. The
main paper includes Test results.

In Table 4, we provide examples of CONCURRENTQA
that are successfully answered under each PAIR privacy re-
striction. Excitingly, we are able to answer many questions
spanning public and private data, without sacrificing privacy.
This ability has not previously been demonstrated with ex-
isting retrievers.

Next, Figure 4 shows that there is a clear separation be-
tween the relevance score distributions from the email vs.
Wikipedia corpus for questions based on Wikipedia (public)
passages, but this is is not the case for questions based on
email passages. The relevance score distributions are not-
necessarily well-aligned in the mixed-distribution retrieval
setting, contributing to the difficulty and difference vs. zero-
shot retrieval. We observe that for questions requiring pri-
vate (email, red) documents, there are still several public
(Wikipedia, blue) passages being selected.

Error Analysis of Retrieval Methods on CONCURREN-
TQA Here we include a qualitative discussion of repre-
sentative errors observed for each retrieval method, corre-
sponding to the results in Section 5.

Dense Retrievers First, HotpotQA-MDR appears biased
towards Wikipedia passages. On examples where the gold
Hop1 passage is an email, 15% of the time, no emails ap-
pear in the top-k Hop1 results; meanwhile, this only occurs
4% of the time for Hop1 Wikipedia. On the slice of EE ex-
amples, 64% of Hop2 passages are E, while on the slice of
WW examples, 99.9% of Hop2 passages are W. If we sim-
ply force equal retrieval from each domain on each hop, we
observe up to 2.3 F1 points improvement on overall CON-
CURRENTQA. However, this is a heuristic choice and should
be explored further in future work.

Performance on WE questions is notably worse than on
EW questions. We hypothesize two reasons: (1) Wikipedia
passages generally follow consistent structures, so it may be
easier to retrieve Wikipedia passages in Hop2 after retriev-
ing Wikipedia in Hop1, and (2) several emails discuss each
Wikipedia-entity, which may increase the noise in Hop2
(i.e., WE is a one-to-many hop, while for EW, W typically
contains one valid entity-specific passage). The latter is in-
tuitively because individuals owning private data truly care
about a narrow set of public entities.

Sparse Retrievers We observe the sparse model often
“cheats” by retrieving the Hop2 passage, without the Hop1
passage. For questions where BM25 retrieves the gold Hop2
passage in the first hop, the score is 64.2 F1, and when this is
not the case, the score is 18.3 F1. Next, given how CONCUR-
RENTQA is constructed, i.e., crowdworkers see passages be-
fore writing questions, it may underevalue the skills dense
models provide (e.g., fuzzy semantic matching) and over-
value direct matching, a strength of sparse methods. We ob-
serve several other benchmarks reported in (Thakur et al.
2021) on which BM25 outperforms dense retrieval, use sim-
ilar annotation pipelines during question generation (e.g.,



Benchmark Model EM F1

CONCURRENTQA

No Privacy Baseline 49.3 55.8
Multi-Index Baseline 49.3 55.8
Document Privacy Baseline 38.6 45.0
Query Privacy Baseline 19.1 23.9

Table 9: Multi-hop QA datasets using MDR under each privacy setting. Here we include results for the CONCURRENTQA Dev
split.

Figure 4: Number of passages retrieved in Hop1 by relevance score, for each type of CONCURRENTQA question, based on the
gold supporting passage types.

Avg. words per question 28
Avg. words per Email passage 149
Avg. words per Wiki passage 44
Avg. words per answer 2

Table 10: Length statistics for CONCURRENTQA.

Wadden et al. (2020); Yang et al. (2018)).

Single-Hop Baselines We observe the MS-MARCO fine-
tuned Contriever model (Izacard et al. 2021), performs well
with a single-hop over HotpotQA (Thakur et al. 2021), but
leaves a large gap on CONCURRENTQA. In error analy-
sis, we find the model retrieves the first-hop passage 49%
of the time and second-hop passage 25% of the time. By
sub-domain, the Contriever model finds the gold first-hop
passage for 85% of questions where both gold passages are
from Wikipedia, but less than 39% when at least one gold
passage (hop1 or hop2) is from Enron, suggesting a qual-
ity gap between the distributions. The gold passage is typi-
cally retrieved when the query consists of specific entities or
phrases that occur simultaneously in very few passages.

8.3 Additional CONCURRENTQA Analysis
Here we provide additional insight into the contents of CON-
CURRENTQA and failure modes incurred by baseline re-
trieval methods on the benchmark.

Dataset Size Domain

WebQuestions 6.6K Freebase
WebQSP 4.7K Freebase
WebQComplex 34K Freebase
MuSiQue 25K Wiki
DROP 96K Wiki
HotpotQA 112K Wiki
2Wiki2MultiHopQA 193K Wiki
Natural-QA 300K Wiki

CONCURRENTQA 18.4K Email & Wiki

Table 11: Existing textual multi-hop benchmarks are de-
signed over a single-domain.

First, to augment discussion of our motivation for cre-
ating CONCURRENTQA, namely all existing textual multi-
hop benchmarks require retrieving from a single domain, we
include Table 11.

Size Statistics Table 2 gives CONCURRENTQA size
statistics. We provide statistics for the number of CONCUR-
RENTQA questions that require gold supporting passages
from each set of privacy scopes. Note that the evaluation data
is balanced in questions requiring two supporting emails,
two Wikipedia passages, and one of each corpus.



Figure 5: UMAP of BERT-base embeddings, using Reimers and Gurevych (2019), of CONCURRENTQA questions based on
the domains of the gold passage chain to answer the question (left and middle). I.e., questions that require an Email passage for
hop 1 and Wikipedia passage for hop 2 are shown as “Wiki-Email”. Embeddings for all gold passages are also shown, split by
domain (right).

Figure 6: NER-types of CONCURRENTQA answers.

Analysis by Domain Next we further illustrate the ques-
tion, passage, and answer types involved in CONCURREN-
TQA. First, in Table 12 we provide additional examples to
illustrate examples of key linguistic features and question
types (recall the three main reasoning types are bridge, at-
tribute, and comparison questions). Next, Figure 5 (Left,
Middle) shows the UMAP plots of CONCURRENTQA ques-
tions using BERT-base representations, split by whether the
gold hop passages are both from the same domain (e.g.,
two Wikipedia or two email passages) or require one pas-
sage from each domain. We observe a separation in the clus-
ters for Wiki-based vs. email-based questions and passages.
Next, Table 10 shows the average length for each compo-
nent of CONCURRENTQA. Note that Wiki passages tend to
be longer than email passages. Finally, we focus on factoid
QA, in which answers are short spans of text in the retrieved
passages, for example containing common nouns, entities,
or properties. Figure 6 shows the Named Entity Recognition
(NER) type distribution for answers in CONCURRENTQA.

8.4 CONCURRENTQA Details
CONCURRENTQA is collected by showing crowdworkers
pairs of passages and asking them to submit a question that
requires reasoning over all the passages. Passages should be
related to yield meaningful questions. We use the insight that
we can obtain meaningful passage-pairs by showing workers
passages that mention similar or overlapping entities. Entity
tags are readily available in Wikipedia, however for private

emails we 1) collect candidate entities with the SpaCy NER
tagger, 2) split the full set into candidate public and can-
didate private entities by identifying Wikipedia linked enti-
ties amongst the spans tagged by the NER model, using the
open-source SpaCy entity-linker, and 3) post-process the en-
tity lists. For bridge questions, we present pairs of passages
that mention the same entity.

For comparison questions, we present pairs of passages
each mentioning a different entity of the same type. Wiki-
data types are readily available for public entities and we
heuristically assign types to private entities. We release our
code for preprocessing, annotating, filtering, and deduplica-
tion along with the benchmark.

https://spacy.io/



Example 1: shows how a question can be answered by an alternate retrieval path than the
gold path. The Alternate Hop 1 passage also depicts typos which are more prevalent in Enron
compared to Wikipedia passages.

Multi-hop Question Reliant Energy is based in a city located in which Texas county?

Gold Hop 1 (Email) Reliant Energy of Houston, another company that resisted demands for
business records, on Wednesday signed a confidentiality agreement with Dunn’s committee and will
begin bringing 250,000 documents to a depository in Sacramento, said Reliant spokesman Marty
Wilson. Dunn said other companies have begun to deliver documents to Sacramento, but not all are
fully complying with subpoenas. ...

Alternate Hop 1 (Email) ... ”Independent power generators have come under increasing scrutiny and
are being investigated by the state’s Attorney General Bill Lockyer’s office fo r gaming the market.”
Generators are being investigated as to whether they hav e shut plants for maintenance in order to
spike prices during peak periods an d periods when the California Independent System Operator
declares alerts whe n power reserves drop below certain levels in the state. Reliant Energy is based
in Houston, Texas....

Example 2: shows how the same email passage can cover multiple topics. In contrast to
Wikipedia, where passages are about a single entity, other types of documents including emails can
cover many topics in the same passage. Thus, the single dense embedding generated per passage in
retrieval methods such as DPR may not be as effective. This is a bridge question.

Multi-hop Question How much power can the company reported on October 1 2001 to be in talks to
acquire an Indian Enron stake generate?

Gold Hop 1 (Email) World Watch The Wall Street Journal, 10 01 01 INDIA: Panel suggests Indian
govt pay in Enron row-paper. Reuters English News Service, 10 01 01 INDIA: Tata Power said
in talks to buy India Enron stake. Reuters English News Service, 10 01 01 Greece Awards 4
Electricity Production, 8 Supply Permits ... Portland Oregonian, 09 29 01 Firms Push Edison Near
Bankruptcy Energy...

Gold Hop 2 (Wiki) The Tata Power Company Limited is an Indian electric utility company based
in Mumbai, Maharashtra, India and is part of the Tata Group. The core business of the company is
to generate, transmit and distribute electricity. With an installed electricity generation capacity of
10,577MW, it is India’s largest integrated power company. At the end of August 2013, its market
capitalisation was $2.74 billion.

Example 3: shows an example requiring list-based reasoning. This occurs in several bench-
mark questions. This is a bridge question.

Multi-hop Question The seven economic commentators at Economic Outlook Forum 2001 were
Ben Hermalin’s co-chair, Severin Borenstein, Jerry Engel, Rich Lyons, Ken Rosen, Janet Yellen,
and a professor who was born in what year?

Gold Hop 1 (Email) Dear Haas Evening MBA Students, On Friday afternoon November 9, 2001,
some of the School’s most distinguished economists and I will participate in a ”teach-in” about
the US economy. ”Economic Outlook Forum 2001” will examine ... Professor Hermalin will
moderate the panel presentations and following discussion. In addition to myself, our economic
commentators will be Professors Severin Borenstein, Jerry Engel, Rich Lyons, Ken Rosen,
Hal Varian, and Janet Yellen...

Gold Hop 2 (Wiki) Hal Ronald Varian (born March 18, 1947 in Wooster, Ohio) is an economist
specializing in microeconomics and information economics. He is the chief economist at Google
and he holds the title of emeritus professor at the University of California, Berkeley where he was
founding dean of the School of Information. He has written ...

Table 12: Illustrative examples of properties of CONCURRENTQA.



Example 4: shows an example of an attribute style question, in which both passages
provide an attribute about the same entity (i.e., “Idealab!”).

Multi-hop Question Funding Metiom filed for Chapter 11 after investors backed out of which
company founded by Bill Gross in 1996?

Gold Hop 2 (Email) ... DigiPlex Raises $48 Million Equity, $35 Million Debt STSN Gets
$66.5M of Series D Debt and Equity Tribune Media Services Takes Majority Stake in
TVData Viator Closing $5M to $10M Series C Round in Next Two Weeks bad news Work-
ingWoman.com Lays Off 63%; Looking for Buyers, Funding Metiom Files for Chapter 11
after Investors Back Out Idealab!

Gold Hop 2 (Wiki) Idealab was founded by Bill Gross (not the same Bill Gross of PIMCO)
in March 1996. Prior to Idealab, he founded GNP Loudspeakers (now GNP Audio Video),
an audio equipment manufacturer; GNP Development Inc., acquired by Lotus Software; and
Knowledge Adventure, an educational software company, later acquired by Cendant...

Example 5: shows an example of a yes-no style question. For these questions (a subset
of the comparison questions), the answer is not a span in the passages.

Multi-passage Question Did the company who appointed Carol S. Schmitt as vice president
secure all of its expected first round of funding?

Passage 1 ... Fabless Semiconductor Firm Secures $8.2 Million in Round One AGOURA
HILLS, Calif. – Internet Machines, a fabless semiconductor company that develops soft-
ware and services for data communications markets, said it secured $8.2 million in its
first round of funding. ... Management App Firm Gets $5 Million of $8 Million Round
One CAMBRIDGE, Mass. – Bluesocket, which develops management software for
Bluetooth-enabled networks, said it secured $5 million of its expected $8 million first
round of funding from St. Paul Venture Capital and Osborn Capital.

Passage 2 ... Bluesocket, which develops security and management products for wire-
less local area networks, said it appointed Carol S. Schmitt as vice president of business
development. Prior to joining the company, Ms. Schmitt was a business and market develop-
ment consultant in Los Gatos, Calif. Bluesocket is backed by Osborn Capital and ...

Example 6: shows an example of a non yes-no comparison style question. For these
questions, the answer is the one of the two entities being compared, where one entity
appears in each passage.

Multi-passage Question Which company out of Regency Capital and StellaService started
its business operations first?

Passage 1 ... NEW YORK (VENTUREWIRE) – Privacy Protection, which does business
as Eprivex.com and is a developer of electronic privacy technology and persona l privacy
protection services, said it must cease operations unless it can complete its seed round of $1.5
million, wholly or incrementally, from individual or private investors. The company, which
was founded in March 2000, has received prior financing from individual investors
including Roge r Dietch, founder of Regency Capital, as well as from Jesse L. Martin,
Jerry Orbach, and Sam Waterston, all of whom are actors on the NBC television sho w Law
and Order.

Passage 2 StellaService Inc. is a privately held American information and measurement com-
pany with headquarters in New York City (USA). The company measures and rates the cus-
tomer service performance of online companies in a process audited by global accounting and
auditing firm KPMG. Founded in 2009, it produces both Stella Metrics (a mystery shopping
platform) and Stella Connect (a customer feedback system).



Instructions: Below you are given two pieces of text. Please write a question that can only be answered if both of the passages are used together. People should not be able to
confidently answer your question if they are given just one of the two passages, and do not assume that they know which passages you used to write your question. 

Please submit:
- Your question in the box below.
- The answer to your question should be a sequence of words in paragraph 2. Highlight the correct answer to the question in paragraph 2.
- Click the checkboxes next to the sentences someone would need to see to answer your question. Leave unchecked any sentence that is not useful for your question.

Please note the following very important points about the person who will answer your question:
1. They have no other information beisdes the provided paragraphs.

2. Do not assume that they know which passages you used to write your question. Please add enough detail to your question so they can be reasonably confident about the answer,
just using given the passages. 

Given the passages, they should be confident about the answer. E.g., given a passage about a Spurs Basketball game on 12/12/2021 and the question "Did the Spurs basketball team
win the game?" is not detailed enough question because the Spurs play many basketball games. We can't be confident *which* game the question is referring to and whether the correct
answer is in the passage, so please try to be specific with your question for example by asking "Did the Spurs basketball team win the game on 12/12/2021?"!

3. Please try to write natural and grammatically correct questions someone might actually ask about these pieces of text!

4. Do not write questions such as: "What is the name of the organization thats name starts with an "H"? -- you should be asking about the content of the passages, not the letters in the
passages.

Click here to view examples of the completed task.

Click here to view a video example of how to complete the task.

Thank you for your help! If you submit high quality answers, we will invite you to submit many more tasks!

Paragraphs
Paragraph 1

"Here's our thesis," he told them.

"What are we missing?"

Mr. Chanos came out of those meetings with a "heightened conviction that we
were right."

For one thing, he sensed frustration brewing about the level of trust required with
Enron.

As the spring progressed, Mr. Chanos became increasingly confident, adding to
his short position.

On a widely reported conference call in April, Jeffrey Skilling, then Enron's chief
executive, responded to another short seller's criticism that Enron hadn't provided
a balance sheet by calling him an "ah."

For the first time, "I got a sense that the company was now getting tough
questions and was not happy about it," Mr. Chanos says.

For their part, Wall Street analysts argue that they have limited time and resources
for the in-depth research that Mr. Chanos prefers.

Many cover dozens of companies.

Still, some say they have learned lessons from Enron's fall from grace.

Salomon Smith Barney analyst Raymond Niles, for one, says he will "pursue
warning signs relentlessly and go by gut instinct" when he senses a looming
problem.

Paragraph 2

Jeffrey Keith "Jeff" Skilling (born November 25, 1953) is the former CEO of Enron
Corporation.

In 2006, he was convicted of federal felony charges relating to Enron's collapse
and is currently serving 14 years of a 24-year, four-month prison sentence at the
Federal Prison Camp (FPC) – Montgomery in Montgomery, Alabama.

The Supreme Court of the United States heard arguments in the appeal of the
case March 1, 2010.

On June 24, 2010, the Supreme Court vacated part of Skilling's conviction and
transferred the case back to the lower court for resentencing.

During April 2011, a three-judge 5th Circuit Court of Appeals panel ruled that the
verdict would have been the same despite the legal issues being discussed, and
Skilling's conviction was confirmed; however, the court ruled Skilling should be
resentenced.

Skilling appealed this new decision to the Supreme Court, but the appeal was
denied.

In 2013, the United States Department of Justice reached a deal with Skilling,
which resulted in ten years being cut from his sentence.

Question and Answer Input
Hint: Consider forming questions which use the entity 'Jeffrey Skilling', since it's mentioned in both passages! 
If you think the entity mentioned in the hint does not exist or does not refer to the same entity in both paragraphs, please click `skip'.

Question

The sentence for the Enron executive who publicly called a short seller an "ah" in April was shortened due to a deal with which organization?

Answer

United States Department of Justice

Submit Skip

Figure 7: Mechanical Turk interface for CONCURRENTQA data collection. Crowdworkers select checkboxes for supporting
passages, highlight the answer span, and write the question in the text box.


