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World Model Semantics from Distributed Semantics at Scale?

Tycoon

Did you mean: tycoon
Did you mean: typhoon
Did you mean: typography

tycoon:
0.00567%

Distributional Semantics:

Language Models are trained to compute the
distributional plausibility of language tokens
from enormous amounts of training tokens.

World Model Semantics:

Relationships and effects among the objects
that the language tokens describe, grounded
in the physical or conceptual reality of the
world humans experience  (ontological
commitment).

Do World Model Semantics Arise as an
Emergent Capability of Distributional
Semantics at Scale? [No- not directly, not
specifically, not adequately]

Sheth, A., Ramakrishnan, C., & Thomas, C. (2005). Semantics for the semantic web: The implicit, the formal and the powerful. International Journal on Semantic Web and

Information Systems (1)SWIS), 1(1), 1-18., 2005, link



https://scholarcommons.sc.edu/aii_fac_pub/318/

| Challenges with Current LMs Aléss

Recency : World Model Semantics from Distributed Semantics at Scale

Tycoon

Did you mean: tycoon
Did you mean: typhoon
Did you mean: typography

tycoon:
0.00567%
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Formally
Vi € [N], N = Vocabulary Size,

Model the probability:
P(tokeni, ..., tokeny | token,, ... tokeni)

Example Usage
Once Trained on Enormous amounts of Data,

Predict:
1. 'y ~ P(S = “Obama just won the 2032
Election”)?
2. P(S) does not pass a threshold test
=>y =0, or False.
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Common Sense : World Model Semantics from Distributed Semantics at Scale

Mike's mum had 4 kid

' Luis, Drake and Matilc
— of 4th kid?

It is not possible to d
name of the fourth cl

more information.

The answer is in the ¢

| apologize for the co
not possible to deter:
of the fourth child ba

information provided

What was the colour of the white horse
of Napoleon?

It is not possible to determine the color
of the white horse of Napoleon, as
there is no information available about
which white horse you are referring to.
Napoleon Bonaparte, who was a French
statesman and military leader during
the Napoleonic Wars, owned multiple
horses during his lifetime, and it is not
clear which specific horse you are

asking about.

question. The question states (hal

Mike's mother had four children and

that three of them are named Luis,

Drake, and Matilda, but it does not

provide a name for the fourth child. {4

Distributional Semantics:

Language Models are trained to compute the
distributional plausibility of language tokens
from enormous amounts of training tokens.

E.g., What was the color of the white horse of
Napolean?

It is not very distributionally plausible that a
person asks the answer to a question they
already know

The answer is abundantly clear in the question

But, (a) distribution semantics has problem with
the low probability, and (b) it does not
understand! More challenges arise due to lack
of context.




“Challenges with Current LMs

Challenge - Missing Information: World Model Semantics from Distributed Semantics at Scale

',1. Mike's mum had 4 kids; 3 of them are Distributional Semantics:
Luis, Drake and Matilda. What is the name

of 4th kid?

enormous amounts of training tokens.

It is not possible to determine the

name of the fourth child without

S A
INSTITUTE #AIISC
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Language Models are trained to compute the
distributional plausibility of language tokens from

- Napoleon O e e 5 g E.g., Mike's mum had & kids; 3 of them are X,Y,Z. What

is the name of 4th kid?
The answer is in the question % - MiSSing infOI:mCltion !S not Clear
Answer iIs obviously Mike

1.  Mike is not a pet

GRUICWIIE | apologize for the confusion. It is

thereisnoi . ;
not possible to determine the name

2.
WRED iy of the fourth child based on the 3. Kid names cannot be ey word .
Napoleon Be 4. Impossible answers even after the hint:

information provided in the
statesman a

the Napoleo o o
Mike's mother had four children and tokens in the lnput!

that three of them are named Luis,

horses duri

clear which

More than one child cannot have the same name

CRlCation The dhiestion States thet Mike, Luis, Drake, and Matilda, and All other

g Drake, and Matilda, but it does not Distribution semantics does not have commonsense

provide a name for the fourth child. ¢y J and probability doeS hot help.
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Challenge - Missing Information: World Model Semantics from Distributed Semantics at Scale

Mike's mum had 4 kids; 3 of them are
Luis, Drake and Matilda. What is the name
of 4th kid?

It is not possible to determine the
name of the fourth child without

more information.

The answer is in the question

Sl whitg | apologize for the confusion. It is

thereisnoi . ;
not possible to determine the name

which white of the fourth child based on the

Napoleon Bg . i s
information provided in the

question. The question states that
Mike's mother had four children and
that three of them are named Luis,

clear which

asking abou Drake, and Matilda, but it does not

provide a name for the fourth child.

Distributional Semantics:

Language Models are trained to compute the
distributional plausibility of language tokens
from enormous amounts of training tokens.

E.g., Mike’s mum had 4 kids;3 of them are X)Y,Z.
What is the name of 4th kid?

Human’'s first answers (We asked 10 fellow
humans)

1.  Mike

2. | think this is a trick question

Distribution semantics does not know to make
human-like assumptions about missing
information.




Challenges with Current LMs

Hallucinations - It makes up things!

Distributional Semantics are a Cloud of Probabllltles
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. director, AlISC, of,

Amit Sheth is the director of AlISC. Prof. Amit Sheth leads several research projects at
the Institute.

Amit Sheth is a director ofIAIISC (Artificial Intelligence and Integrated Intelligent

[Systems Center) Fnd leads several research projects at the institute.

E Who is Prof. Amit Sheth?

Prof. Amit Sheth is a researcher and professor in the field of artificial intelligence
and data science. He is known for his work in the areas of semantic web, linked
data, and artificial intelligence. He is also the director of AIISC (Artificial
Intelligence and Integrated Intelligent Systems Center) where he leads several

research projects.

What Institute does Amit Sheth belong to?

., . Allotherwords Amit Sheth The .
e Prof . .

I am not aware of the specific Institute that Prof. Amit Sheth belongs to. The

! M

| kind of

understand (not
DIO)
really though) ¢

Al
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Challenges to be addressed for NLU Al%%
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Characteristics of NLU Capable Systems

Recency

Insufficiency of data alone @

User-Explainability

Common-sense

Hallucinations

Application-level Safety

INA

10



" Challenges to be addressed for NLU Al&s
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A

Knowledge Infused
Neuro-Symbolic Al

: DNNs:

User Good benchmark

Explainability ; performance through
: language processing

Knowledge Graph KG Embedded DNNs:
"""""""""" Embedded DNNs =~~~ T Better benchmark
performance, developer
level interpretability, better

language understanding

Interpretability TS KG Infused Neuro-Symbolic

Al:

High benchmark performance
and user explainability with
language understanding

Developer Deep Neural :

\4

Language Language
Processing Understanding

11


https://app.diagrams.net/?page-id=xiDUTrLzwfECtf2v0K-Z&scale=auto#G14TXbTdP9Pm5GN91259kKSqpwfI0vB4cB
https://app.diagrams.net/?page-id=xiDUTrLzwfECtf2v0K-Z&scale=auto#G14TXbTdP9Pm5GN91259kKSqpwfI0vB4cB
https://app.diagrams.net/?page-id=xiDUTrLzwfECtf2v0K-Z&scale=auto#G14TXbTdP9Pm5GN91259kKSqpwfI0vB4cB
https://app.diagrams.net/?page-id=xiDUTrLzwfECtf2v0K-Z&scale=auto#G14TXbTdP9Pm5GN91259kKSqpwfI0vB4cB

2.

Possible Fix: Instruct GP

The Instruct GPT Framework

Step1

Collect demonstration data,
and train a supervised policy.

Apromptis
sampled from our A e
prompt dataset. landing to a 6 year okd
Y
Alabeler
demonstrates the @
desired output -
i, &
behavior. i .
10 the moon.
\J
This data is used ST
to fine-tune GPT-3 .,;??'Q.
with supervised W
learning. 2

Step 2 Step 3
Collect comparison data, Optimize a policy against
and train a reward model. the reward model using
reinforcement learning.
A prompt and A new prompt
se‘\’:eraI:\odel is sampled f‘:om »
Explan the meon P Wirite a story
outputs are landing to 8 6 year okl the dataset. about frogs
ampled.
sampled o =
Snvet:) | Mo The policy PO
[ (o) generates .(};.93. -
. | e—— an output. W
~ /
] Y
A labeler ranks
the outputs from @ s
best to worst. v
0-0-0-0 The reward model A
calculates a .0
\J reward for A
This c?a!a isused .,,,, the output. N
r rd m . i
ewa el > 5.4 The reward is s )
©-0-0:0 used to update k
the policy
using PPO.

Ouyang, L., Wu, J., Jiang, X., Almeida, D., Wainwright, C. L., MishRin, P, ... & Lowe, R. (2022). Training language models to

No Problem I will make things larger and use

Instruction based Training

follow instructions with human feedback. arXiv preprint arXiv:2203.02155. link
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Hallucinations - It makes up things!

Amit Sheth is the director of AlISC. Prof. Amit Sheth leads several research projects at
the Institute.

Amit Sheth is a director of AlISC (Artificial Intelligence and Integrated Intelligent

Systems Center) and leads several research projects at the institute.

Who is Prof. Amit Sheth?

Prof. Amit Sheth is a researcher and professor in the field of artificial intelligence
and data science. He is known for his work in the areas of semantic web, linked
data, and artificial intelligence. He is also the director of AIISC (Artificial
Intelligence and Integrated Intelligent Systems Center) where he leads several

research projects.

What Institute does Amit Sheth belong to?

| am not aware of the specific Institute that Prof. Amit Sheth belongs to. The

R 7

60
@
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https://arxiv.org/abs/2203.02155

1. 40 humans to capture the breadth of knowledge corresponding to the AI
data in LLMs seems small
The richness of human knowledge is compressed into a mere label

2.

stop1
Collect demonstration data,
and train a supervised policy.

OpenAl GPT-3

step2
Collect comparison data,
and train a reward model.

Stop3
Optimize a policy against
the reward model using
reinforcement learning.

Apromptis A prompt and Anew prompt
sampled from our several model is sampled from »
Explanthe moon Expian e mson winteasory
d tput o o
sampled. 5
Alabeler \ The policy w0
demonstrates the @ generates %
desired output 7 o output 7
behavior. gt .
Alabeler ranks
i the outputs from Oncepon s
best to worst
This data is used
tofine- - . ©-0:0:0 The reward model L
0 fine-tune GPT-3 .«
with supervised N7 3 Call:ul:;ss a %
reward for
Mese 2 This data is used - e output
[EEE] to train our v
reward model. The reward is ’
0:°0:0-0 used to update ko

the policy
using PPO.

Amit Sheth is the director of AlISC. Prof. Amit Sheth leads several research projects at
the Institute.

Amit Sheth is a director of AIISC (Artificial Intelligence and Integrated Intelligent
Systems Center) and leads several research projects at the institute. fiis]

Who is Prof. Amit Sheth?

Prof. Amit Sheth is a researcher and professor in the field of artificial intelligence

and data science. He is known for his work in the areas of semantic web, linked

data, and artificial intelligence. He is also the director of AlISC (Artificial

Intelligence and Integrated Intelligent Systems Center) where he leads several
research projects. &

What Institute does Amit Sheth belong to?

I am not aware of the specific Institute that Prof. Amit Sheth belongs to. The
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“Knowledge (Graphs) to the rescue

Fix: Addressing Hallucinations: Recency, Common-Sense, and Implicit Entity Mentions, etc.,

Prof: Amit Sheth
Synonyms: Amit
Sheth

4
G
\Q

employee_of

d.
/fecfor
~OF

Domain-specific Knowledge

Degree:Ph.D.
Synonyms:
Doctorate

Company: Al
Institute,

Abbr: AlISC
Synonyms:

Al Institute,
South Carolina

Broadbase/General-purpose
Knowledge

Common-sense Knowledge

! Let's see what this model of
understanding can yield
|

Linguistic Knowledge

Language Syntactic
Strcuture and Grammar

INSTITUTE #AIISC
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WIKIDATA

O\ f ConceptNet

14
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Explicit model of recency and common-sense.
Supply missing Knowledge (entities, relationships).

World as Concepts vs. World as Probabilities.

User-level Explanations and Safety Constraints

15




Knowledge Infused
Neuro-symbolic Al
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Knowledge Infused
Neuro-symbolic Al

Using Graphs in Neural Network
Pipelines

IIIIIIIIIIIIIII
OOOOOOOOOOOOOOOOOOOOOOOOO




Shades of KiL - Shallow and Semi-Deep Infusion
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Dataset

f

Enrich

N

Al Model

Tacit
Knowledge

v

Hypothesis testing or

@

Self-aware or

> Similarity based
/ Verification

External Knowledge

Dataset

Al Model

M (5,A,0,n)

F (attention, E, L;) L;

NS

Gl

A4
%\ttention OC exp(E WL;)

Self-aware or
External Knowledge

Tacit
Knowledge

Similarity based
Verification

Shallow Infusion

Semi-Deep Infusion

Sheth, Gaur, Kursuncu, & Wickramarachchi, (2019). Shades of knowledge-infused learning for enhancing deep learning. IEEE Internet Computing, 23(6), 54-63., link

18


https://app.diagrams.net/?page-id=8TzC3g7b0F9hfpOkmMiM&scale=auto#G14TXbTdP9Pm5GN91259kKSqpwfI0vB4cB
https://app.diagrams.net/?page-id=8TzC3g7b0F9hfpOkmMiM&scale=auto#G14TXbTdP9Pm5GN91259kKSqpwfI0vB4cB
https://app.diagrams.net/?page-id=6jAJvDLqF__ikKblX6JU&scale=auto#G14TXbTdP9Pm5GN91259kKSqpwfI0vB4cB
https://app.diagrams.net/?page-id=6jAJvDLqF__ikKblX6JU&scale=auto#G14TXbTdP9Pm5GN91259kKSqpwfI0vB4cB
https://ieeexplore.ieee.org/stamp/stamp.jsp?arnumber=8970629&casa_token=jeGYkVb9ivIAAAAA:WvZ3CG2AkylIzJMAqQpdLq4fsHYQZaB-hvqccm5NZh46IC3bVzI42a6bOSOx8wJgmNwf_4Zc3a-7&tag=1

Shades of KiL - Deep Infusion

Stratified Layer 1

M (5,A,a,n)

Dataset

F (attention, E, L;)

L;

Stratified Layer 2

T Tacit
(d,Aa,n) Knowledge

F (attention, E, L;)

L;

A A
/attention 0C exp(E WLy /attention OC exp(E WL,/ /Similarity based
NS A
Stratified Stratified
Knowledge 1 Knowledge 2

Deep Infusion

ey
L2,
St o
STy A
e
INSTITUTE #A1ISC
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Sheth, Gaur, Kursuncu, & Wickramarachchi, (2019). Shades of knowledge-infused learning for enhancing deep learning. IEEE Internet Computing, 23(6), 54-63., link 19



https://app.diagrams.net/?page-id=zLpfwWMW1Wd0aZZ0s9qK&scale=auto#G14TXbTdP9Pm5GN91259kKSqpwfI0vB4cB
https://app.diagrams.net/?page-id=zLpfwWMW1Wd0aZZ0s9qK&scale=auto#G14TXbTdP9Pm5GN91259kKSqpwfI0vB4cB
https://ieeexplore.ieee.org/stamp/stamp.jsp?arnumber=8970629&casa_token=jeGYkVb9ivIAAAAA:WvZ3CG2AkylIzJMAqQpdLq4fsHYQZaB-hvqccm5NZh46IC3bVzI42a6bOSOx8wJgmNwf_4Zc3a-7&tag=1

Characteristics of Knowledge Infusion

B

Py

INSTITUTE #AIISC
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Characteristics/Method |Distributed Semantics |Shallow Infusion Semi-Deep Infusion Deep Infusion

Recency U-M- M M+ H

Filling in Missing

Information v v M H
Get by but not really
Hallucinations Unsatisfactory (U) solving the problem Better but not fully/Broadly solve the

(M) solve the problem (M+) |problem (H)

Sheth, Gaur, Kursuncu, & Wickramarachchi, (2019). Shades of knowledge-infused learning for enhancing deep learning. IEEE Internet Computing, 23(6), 54-63., link

20
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K (b) Feature Abstraction Layer A 4 (d) Neural Reasoning
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Data Sources
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https://app.diagrams.net/?page-id=cajLY-adzzCxqsRZFgsy&scale=auto#G1iFemaHwrJjf97Bzxn04zDUPIppZsCoXb
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Before Transformers
Historical Context




KiL - SEDO (Shallc}w Infusion
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Text Image
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D)

Video Speech

Sensory |
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(a) Knowledge Sources

dors
Depressive Disorders
l Ohsesive Compulsve and Rewed

Disoders

—p

/ (b) Feature Abstraction Layer

Mental health
Sub-reddit

(Input Data) >
Layer 1 LayerJ 5"22‘;‘1';‘.”&';1.. Ds:::melm
. Solving Sylvester
\ Hidden Layer Iy 20 DSM-5
:,3:,?32 w Categories
R
—

(c) Knowledge Processing and Understanding

Reddit sBl ocp DSM-5
) my bisesuality which is causing chaos in my relationship w
= BTQ community, | am cqual (o worthless for her, I'm now startin

BB sab (bR DicD

Don’t want to live anymore. Sexually assault, ignorant family members and my never

=B

ending loneliness brights up my path to dea
Cm oo

1 do have a potential to live a decent life but not with people who abandon me

Hopelessness and feelings of betrayal have trned my nights to days. 1 am developing

insomnia because of my restlessness.

BI

Liust can’t take it

Lore ]
(iro ]

ymore, Been yet again by someone

b

(d) Neural Reasoning

DSM-5+DAC
Ontology

=\

Decreasing
False Alarm
Rate

Domain-specific
Knowledge lowers
False Alarm Rates.

& & %

Park 2018]  \
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Gaur, Kursuncu, Alambo,, Sheth, Daniulaityte, Thirunarayan, & Pathak. (2018, October). " Let Me Tell You About Your Mental Health!" Contextualized Classification of Reddit
Posts to DSM-5 for Web-based Intervention. In Proceedings of the 27th ACM International Conference on Information and Knowledge Management (pp. 753-762)., link
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https://app.diagrams.net/?page-id=liNsLmDJP5Zod9kIu_xA&scale=auto#G1PnrUWuUyHInKUdxM48WW8E8GgwvtM4uH
https://dl.acm.org/doi/abs/10.1145/3269206.3271732?casa_token=ut5nFpQH6TEAAAAA:aNczxp1LkWHP9GaOKF45ygPq41XR9IhixsS5b39fc2uV8zbCMXKS8YBLOjOV_VIulaS2qyTjc1PhLps

After Transformers
Neuro-Symbolic Al
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Data
“/'/ Data Sources \
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Lingustic Knowledge
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s |
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' l:*/ (c) Knowledge Processing

- K-Adapter (Shallow Infusion)

ﬁ 7(b) Feature Abstraction Layerr\\

(Transformer Layer -TRM)

Add & Norm

Feed Forward
Add & Norm

Multi-head
Attention

and Understanding

i (Adapter Layer - KIA)
KGs %
f (-

Up Projection
Layer

Transformer
Layer
Down Projection
Layer

\ . ?

N X

A a N
( (d) Neural Reasoning )
Predict Relation
Label
concat ‘#4
o, —
pooiing | (]  [[]; )

B S S A
‘ K-Adapter

Language
Model

TRMy | >

]

9]BUBJEOUOD!

Adapter

8]2UBIBOU0D

Adaptery
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Example Output: K-Adapter Outperforming RoBERTa

Query

Answer Model Generation

The native language of Mammootty
is [MASK].

ROBERTa  English, Tamil, Hindi, Sanskrit, Arabic, Chinesc|
Malayalam

K-ADAPTER ~ Malayalam, Tamil, Hindi, Mandarin, English

Ravens can [MASK].

ROBERTa  win. play, score, lose, run, drink, fly, roll, wait

fly

K-ADAPTER _fly, swim, sing, shoot, kill, go, fish, drink, die

\_ [[CL8]] Barack |Obama) was | bom | in | Honolulu [SEP) /

J

ﬂ?* ,
Al
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Wang, R., Tang, D., Duan, N., Wei, Z., Huang, X. J., Ji, J., ... & Zhou, M. (2021, August). K-Adapter: Infusing Knowledge into Pre-Trained Models with Adapters. In Findings of the
Association for Computational Linguistics: ACL-IJCNLP 2021 (pp. 1405-1418), link
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Example Output: KALA Outperforming Fine-Tuning Architecture

Fine-Tunin

KALA (Ours)

Context: A nonsense mutation in
exon 17 ( codon 556 ) of the RBI % w
. .
gene was found to be present LY oo
p . ® nohotnse X cq8
homozygously in both the retinal "Fuse"j?ﬁﬂ;ﬁanon
and the pineal tumours. #A o

e gene .'
o2 ##
© J#tina .

Fact: (retinal, instance of, gene)

.
&£
o,

oo oo

o %%
.r’g%tina. gene

d %, mutation
#5990, spompnsens
0

e

>
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Kang, M., BaeR, J., & Hwang, S. J. (2022, July). KALA: Knowledge-Augmented Language Model Adaptation. In Proceedings of the 2022 Conference of the North American
Chapter of the Association for Computational Linguistics: Human Language Technologies (pp. 5144-5167)., link
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Rawte, V., Chakraborty, M., Roy, K., Gaur, M., Faldu, K., Kikani, P, .
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‘ Example Output: TDLR

‘Synonym_— —
; =~

The great war, Synonym World War
| and First World War,

A World War |

AN

Great War

RelatedTo 14-18 War and Austria —\ —

1418 War

Hungary, was fought between 1914
and 1918

Austria-Hungary

RelatedTo

=
FirstWorld War

\
|

A

_/

All Things Attention: Bridging Different Perspectives on Attention., link

.. & Sheth, A. P. TDLR: Top Semantic-Down Syntactic Language Representation. In Neur|

PS'22 Workshop on

UNIVERSITY OF SOUTH CAROLINA
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5.
TDLR - Results A
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Knowledge Contexts Leads to Performance Gains With Smaller Models

System SciTail QQP(Academic) QNLI(Academic) MNLI(Academic) Average
BERTgAsE 90.97 71.94 81.64 61.36 76.47
BERTLarRge  92.89 74.79 84.17 65.15 79.25
TDLRpasg  93.55 77.51 87.56 69.7 82.08

. Table 1: Comparing TDLR performance on tasks that require common-sense semantic knowledge.

Knowledge Contexts Leads to Performance Gains With Smaller Models and Smaller

-Datasets

. System Parameters SciTail(15%) SciTail(30%) SciTail(50%) SciTail(100%)
BERTgAsE 110M 85.74 87.44 90.22 90.97
BERT ArGE 330M 90.26 91.76 91.25 92.89
TDLRpAsg 111M 90.82 92.28 92.05 92.89

Table 2: Comparing TDLR performance on different dataset sizes for the SciTail task.

Rawte, V., Chakraborty, M., Roy, K., Gaur, M., Faldu, K., Kikani, P, ... & Sheth, A. P. TDLR: Top Semantic-Down Syntactic Language Representation. In NeurlPS'22 Workshop on
All Things Attention: Bridging Different Perspectives on Attention., link 28
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Knowledge Infused

Neuro-symbolic Al

Integrating Lifted Neural
Representations with Knowledge Graphs




Neural Network Abstract / Contextualization
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WIKIDATA

Explicit Knowledge R/ e
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Action:

Further Interact with / \ |

System User on their
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Planning
/ reasoning /<
Inference

Apply Process
Knowledge: User has
Specific concerns due to
X, Y, Z Concepts

ACT

DECIDE
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Knowledge Verified Interpretable Prediction through
linking to KG and definitions

365949003: Health-related behavior finding

A}

288291000119102: High risk bisexual behavior

365107007: level of mood

307077003: Feeling hopeless

AT TR

Sy A
2
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Obsessive-compulsive disorder is a disorder in
which people have obsessive, intrusive
thoughts, ideas or sensations that make them
feel driven to do something repetitively

Y

~~  365949003: Health-related behavior finding

isexuality which

is causing chaos in my relationship with a

girl. 1 am orthless for her. I'm now

(" 26628009: Disturbance in thinking — — — — =\— — _ _
~ T T =~ <issymptom>
Multi-hop . . ~<
| < 55956009: Disturbance in content of thought N
traversa on 1376001: Obsessive compulsive personality
medical — disorder
kn owledge gra phs 225445003: Intrusive thoughts

Gaur, M., Desai, A., Faldu, K., & Sheth, A. (2020). Explainable ai using knowledge graphs. In ACM CoDS-COMAD Conference. Link, slide.
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Knowledge Verified

Interpretable

through Process Knowledge Structures

Process Knowledge Structure in C-SSRS

C-SSRS: Columbia Suicide Severity Rating Scale

Sheth, A., Gaur, M., Roy, K., Venkataraman, R., & Khandelwal, V. (2022). Process Knowledge-infused Al: Toward User-Level Explainability, Interpretability, and Safety. IEEE

Internet Computing, 26(5), 76-84., link

I wish I could give a shit about what
would make it to the front page. I have
been there and got nothing. Same as
my life. 1 do have a gun., 'l thought |
was talking about it. | am not on a
ledge or something, but | do have my
gun in my lap., 'No. | made sure she got
an education and she knows how to
get a job. | also have recently bought
her clothes to make her more
attractive. She has told me she only
loves me because | buy her things.

1. Wish to be dead - Yes

2. Non-specific Active Suicidal Thoughts
- Yes

3. Active Suicidal Ideation with Some
Intent to Act - Yes

4. Label: Suicide Behavior or Attemp

Prediction A|&%s

INSTITUTE #A1SC
UNIVERSITY OF SOUTH CAROLINA

Agreement with Experts

! 70%

47%

LLMs Process Knowledge
(Ours)

Interpretable for System Users
i.e., Clinicians and Patients
(1,2,3 verify adherence to the
clinical guideline on diagnosis
which a clinician understands)
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Knowledge Verified Interpretable and Safe Text A|&s

Generation through Process Knowledge Structures

&b
*-m Do you feel nervous?
(3

Do you feel nervous?
)

O More than half the days
More than half the days

Safety

fos Q41 N {Safety Lexicon}

INSTITUTE #AIISC

O

Knowledge
Infusion using
Medical

---------------- | Checks o' sim(py(Qy11), P(Medg)) > 6| Questionnaire

! Do you feel irritated or 1
| self destructive? ,

] oot Do you feel Irritated?
] ! Do you feel something I
= ! extreme might happen to | d | Are you bothered by
!_XO_UZ _____________ | tm becoming easily annoyed
|

& | orrritable?

Are you bothered by any
relaxation troubles?

\

(MedQ)

These questions

are medically
>valid and safe, in

right sequence..

/

9

Roy, K., Gaur, M., Soltani, M., Rawte, V., Kalyan, A., & Sheth, A. (2023). ProKnow: Process knowledge for safety constrained and explainable question generation for mental
health diagnostic assistance. Frontiers in Big Data, 5., link
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If the system were to give user-level explanation, it will need to incorporate/use
conceptual model (vocabularies, knowledge graph) used by the user. Purely data
driven system can at best give explanations that ML engineers (developers) can
use.

Knowledge is multifaceted. | presented diverse knowledge to support different
levels of abstractions for NLU. There will be different knowledge for abstractions
involved in image understanding activity.

Should you bring knowledge to the data level (embedding) or bring data to the
knowledge level (learn from data and align with knowledge)? For less
demanding intellectual activities (classification, prediction, recommendation) the
former will do; for more demanding intellectual activities (decision making and taking
actions with explanations), latter is most likely needed.

OOOOOOOOOOOOOOOOOOOOOO
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