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About Me: KGs in My Journey

Personal KGs

Google KGs

Amazon 
Product KGs



Generations of Knowledge Graphs

1. Entity-Based KGs 2. Text-Rich KGs

Google Generic KGs Amazon Product KGs



Generation #1: Entity-Based 
Knowledge Graphs
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Google KG Shows in 25% Google Search in 2015



Entity-Based KGs

Characteristics
● Ontology (types, relationships) manually defined w. clear semantics 
● Entities are named-entities, w. no overlap

Key idea
Create a graph of entities and relationships to represent the world 



Challenges: Heterogeneous Data Everywhere

Are “Born” and “date of birth” the same? → Schema Alignment
Are they the same person? → Entity Linkage
Why “May 14, 1982” vs “7 November 1983”? → Data fusion
Heterogeneity, Heterogeneity, Heterogeneity



Framework:

Examples: Google KG (500B facts), Bing Satori, Alexa KG, Yago, DBPedia. 

Constructing Entity-Based KGs



Generation #2: Text-Rich 
Knowledge Graphs



Text-Rich KG Example

Other domains:
Bioinformatics, Health, 
Geography, Local business, 
Events, etc.

Taxonomy



Example: Providing Structured Product Information



Example: Providing Choices



Example: Explaining Recommendations

AMAZON CONFIDENTIAL



Text-Rich KGs

Characteristics
● Ontology (types, relationships) very complex with overlaps and 

ambiguities; E.g., millions of product types
● Entities may not be named-entities, such as products

E.g., “Onus 2 Colors Highlighter Stick, Shimmer Cream Powder Waterproof Light Face 
Cosmetics, creamy Self Sharpening Crayon STick Highlighter” vs. “Xin Luna Dong”

● Attribute values are oftentimes texts, with overlaps and ambiguities
E.g., “Coffee” vs “Cappuccino” as icecream flavors

Key Idea
Finding structure and modeling ambiguity from text sources



Do We Need Different Techniques?

Different challenges: Unstructured and Noisy product 
data



Constructing Text-Rich KGs

Framework: 

Examples: Amazon Product Graph (1B facts)

Dong et al., AutoKnow: Self-driving knowledge collection for products of thousands of types, SigKDD, 2020.



Generation #3: ???

Will LLM Replace KGs?



An Example



Another Example



Another Example



Key Questions to Ask Regarding Hallucination

● How reliable are LLMs when answering factual 
questions?

● Do LLMs perform equally well across different types of 
factual knowledge?

● Do well-known LLM tricks work?
○ Increasing model size
○ Instruction tuning
○ Few-shot in-context learning



Head-to-Tail Benchmark



Head-to-Tail Benchmark



Questions



Correctness Checking

3 categories
● Correct
● Incorrect
● Unsure

3 metrics
● Accuracy=corr/all
● Hallucination rate 

= Incorr / all
● Missing rate

= Unsure / all
98% consistent w. 

human labels



Q1. How Reliable Are LLMs on Factual Questions? 

Similar for specific domains 
and general domains 

Very low accuracy. High missing rate; 
hallucination rate reasonable



Entity Distributions

When counted by popularity, majority of entities are long-tail



Q2. Performance Similar for Head/Torso/Tail? 



Q2. Performance Similar for Head/Torso/Tail? 

1. Accuracy consistently dropping from head 
to torso to tail

2. Hallucination rate might be higher for 
torso

Tail domains have lower 
accuracy 



Q2. Performance Similar for Head/Torso/Tail? 

Interestingly, not significant differences for head 
/ torso / tail attributes



Q3. Do Normal LLM Tricks Help?

Increasing model size does not 
appear to help significantly

Instruction-tuned counterparts 
have higher missing rate



Q4. Would Few-Shot In-Context Learning Help? 
Zero-shot and Few-shot have 

similar performances
In-domain few-shot (positive examples) 

increases quality but also hallucination rate 



Next Generation of KG—Dual Neural KG 

Ontology

Head 
Entities

Torso 
Long-tail

Use both embeddings and 
symbolic KG to represent 
head entities or classes

Use symbolic KG to represent 
torso / tail entities

Use embeddings to 
represent torso / tail 
classes



Next Generation of KG—Dual Neural KG 

Ontology

Head 
Entities

Torso 
Long-tail

Use both embeddings and 
symbolic KG to represent 
head entities or classes

Use symbolic KG to represent 
torso / tail entities

Use embeddings to 
represent torso / tail 
classes

How to infuse head knowledge 
into LLMs to enable precise QA?

How to seamlessly plug-in 
external knowledge for QA 
regarding torso/tail knowl.?



Ray-Ban Stories

“Hey Facebook, take a picture” --
capture moments hands-free
“Hey Facebook”--call friends on 
Messenger, manage device 
settings, and more. 

Meta’s Assistant
Empowering connection to people and experiences in your life

Meta Quest 2

“Hey Facebook” (double press the 
button on your controller)
“Who’s online?”--meet up with 
friends
“Open Beat Saber”--jump straight 
in the game, and more. 



Building an AR/VR Smart Assistant
You wear it 
everywhere

May not have connection

You see through it

You wear for a long time

Multi-modal Contextual

On-device Personal



Next Generation of KG—Dual Neural KG 

Ontology

Head 
Entities

Torso 
Long-tail

Use both embeddings and 
symbolic KG to represent 
head entities or classes

Use symbolic KG to represent 
torso / tail entities

Use embeddings to 
represent torso / tail 
classes

How to make this 
multi-modal, 
contextual, and 
personalized?



Shameless Advertisement

Next-Generation Intelligent Assistants for AR/VR Devices
Workshop "Multimodal Learning"
8/7 (Monday) 1:10pm, Room: 102A

Tutorial: Towards Next-Generation Intelligent Assistants 
leveraging LLM techniques
8/9 (Wednesday) 10am-1pm, Room: 202C How to make this 

multi-modal, 
contextual, and 
personalized?



Take-Aways. 3 Generations of KGs

1. Entity-Based KGs 2. Text-Rich KGs 3. Dual Neural KGs

Resolving 
heterogeneity with 
entity linkage and web 
knowledge extraction

Extractions and 
cleanings from sparse 
and noisy source data, 
and handling 
semantics ambiguities

Knowledge infusion
into LLMs, and seamless 
knowledge augmen-
tation to facilitate LLMs 
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Q&A?


