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• Commonsense fact verification: verify through facts whether a given commonsense claim is correct or not

 derive solely from question & implement reasoning on top of it

• Current Methods:

 Direct use of knowledge preserved in ore-trained language models (PLMs) parameters

 Resort to external knowledge bases, either structured or unstructured knowledge
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PLMs parameters

...

Structured knowledge

Unstructured  knowledge



Challenges

• Previous methods heavily rely on reasoning paths between question and candidate answers

• Structured knowledge suffers from sparsity and limited coverage

• Unstructured knowledge undergoes noisy issues
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Decker: Overview

Page 8

• Knowledge Retrieval Module: retrieve heterogeneous knowledge based on the input question

• Double Check Module: filter and make a double check over the heterogeneous knowledge

• Knowledge Fusion Module: obtain a refined knowledge representation and predict the final answer



Decker: Knowledge Retrieval Module
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 KG Retriever:

 execute entity linking between the question and the pre-defined 

knowledge graph 

 add any bridge entities that are in a 2-hop path between any two 

linked entities

 extract all the edges that join any two nodes

 Fact Retriever: 

 employ a pre-trained information retrieval model Contriever

 calculate relevance scores between the question and candidate 

texts from the pre-defined corpus



Decker: Double Check Module
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 Language Encoding: employ a PLM to encode the 

input question and facts

 Graph Construction: construct an integral graph

 four types of edges: concept-to-fact, concept-

to-concept, question-to-fact, question-to-

concept

 initialize the node embeddings and align the 

dimension

 Graph Reasoning: 

 adopt relational graph convolutional network 

(R-GCN)



Decker: Knowledge Fusion Module
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 Multi-head Attention Pooling:

 

 Answer Prediction: 

initial question embedding

pooled knowledge 
representation

enriched question representation



Datasets

 CSQA2.0: 

 collected through gamification

 14,343 assertions about everyday commonsense knowledge

 train/dev/test: 9,282/2,544/ 517

 CREAK: 

 generated by crowdworkers based on a Wikipedia entity

 13,000 assertions about entity knowledge

 encompass 2,700 entities

 train/dev/test/contrast: 10,176/1,371/1,371/500
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Main Results

• Decker outperforms the strong baselines and achieves comparable results on CREAK test set

• Decker surpasses the current state-of-the-art model on CREAK contrast set

• Decker exceeds the billion parameter-level model (3B) with only about 10% of the parameters (449M)

• Decker enjoys a lightweight architecture without mixed data from multiple tasks during training
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Analysis

• Combination of heterogeneous knowledge and the components of Decker are both non-trivial.

• Augmented interaction with the question helps refine the enriched knowledge.
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Interpretability: Case Study

Page 15



Summary
 Contributions

 Decker bridges the gap between heterogeneous knowledge in an effective and intuitive pattern.

 Decker enjoys its strength and superiority in various dimensions, including its excellent performance, 

lightweight architecture, and favorable interpretability.

 Insights

                Diversity of knowledge is essential in boosting model capabilities.

                Refinement of knowledge also plays a vital role.

                How to merge and refine diverse knowledge in an effective way remains to be further explored. 

 Sources

• Paper: https://arxiv.org/pdf/2305.05921.pdf

• Code: https://github.com/Anni-Zou/Decker Page 16



Q & A

Thanks! 


