SR-RAG: Binding Selective Retrieval with Knowledge Verbalization

Di Wu* Jia-Chen Gu*

Kai-Wei Chang Nanyun Peng

University of California, Los Angeles
{diwu, kwchang,violetpeng}@cs.ucla.edu, gujc@ucla.edu

Abstract

Selective  retrieval —improves retrieval-
augmented generation (RAG) by reducing
distractions from low-quality retrievals and
improving efficiency. = However, existing
methods under-utilize the inherent knowledge
of large language models (LLMs), leading to
inaccurate retrieval decisions and suboptimal
generation performance. To bridge this gap,
we propose Self-Routing RAG (SR-RAG), a
novel framework that binds selective retrieval
with knowledge verbalization. = SR-RAG
enables an LLM to dynamically self-route
between external retrieval and verbalizing its
own parametric knowledge. To achieve this,
SR-RAG performs multi-task alignment to
jointly optimize knowledge source selection,
knowledge verbalization, and response
generation.  Additionally, we introduce a
dynamic policy for knowledge source inference
via nearest neighbor search to improve the
accuracy of knowledge source decision under
domain shifts. Fine-tuning three LLMs with
SR-RAG significantly improves both their
response accuracy and inference latency,
reducing retrievals by 29% compared to the
strongest selective retrieval baseline while
improving performance by 4.9%.

1 Introduction

Retrieval-augmented generation (RAG) enhances
large language models (LLMs) with relevant knowl-
edge from external datastores at inference time,
improving the performance on tasks requiring up-
to-date or domain-specific knowledge (Khandel-
wal et al., 2020; Lewis et al., 2020; Borgeaud
et al., 2022; Ram et al., 2023; Shi et al., 2024).
Recently, selective retrieval—an inference strat-
egy that avoids unnecessary retrieval augmenta-
tions—has shown promising results in reducing
distractions from low-quality retrievals and improv-
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ing the efficiency of RAG (He et al., 2021; Mallen
et al., 2023; Xu et al., 2024; Wu et al., 2024).

However, existing selective retrieval studies
overlook a fundamental question:

Are the potentials of the LLM as a knowledge
source fully honored in selective retrieval?

When skipping retrieval, current selective retrieval
works use a standard yet simplistic fallback: letting
the LLLM directly generate the response (Mallen
et al., 2023; Jeong et al., 2024; Asai et al., 2024;
Wau et al., 2024). However, this design limits LLMs’
ability to articulate their parametric knowledge
before generating a response. We argue that this
ability of knowledge verbalization, while seeming
subtle, critically impacts the success of selective
retrieval. First, knowledge verbalization expands
the performance upper bound when retrieval is
abstained. It has been shown that a knowledgeable
LLM is able to directly generate high quality
knowledge (Yu et al., 2023) as well as intermediate
reasoning paths (Wei et al., 2022; Allen-Zhu and
Li, 2023) to benefit the system’s performance.
This is especially valuable under complex queries,
where even compute-intensive retrieval methods
can only return noise-prone results. Second,
knowledge verbalization enables more accurate
selective retrieval decisions. Existing works train
retrieval policies by comparing RAG with LLM
direct response (Wang et al., 2023; Wu et al., 2024)
or resorting to likelihood preferences (He et al.,
2021; Xu et al., 2024). By contrast, through explicit
knowledge elicitation, knowledge verbalization
helps characterize the LLM’s capabilities more pre-
cisely. Therefore, to realize selective retrieval’s full
potential, it is imperative to embrace knowledge
verbalization.

We propose Self-Routing RAG (SR-RAG), a
selective retrieval framework that tightly integrates
knowledge verbalization. By reformulating se-
lective retrieval as a knowledge source selection
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Figure 1: An overview of SR-RAG. Given a user query, the system first selects the most appropriate knowledge
source by combining special token prediction with nearest neighbor search. Then, the knowledge is either retrieved
from external an external source or self-verbalized by the LLM. Finally, the LLM forms the response based on the
query and the knowledge. All the steps are streamlined as a single left-to-right generation pass.

problem, SR-RAG enables an LLM to dynamically
self-route between retrieving external knowledge
and verbalizing its own parametric knowledge
(Figure 1). Observing the limitations of existing
frameworks that fine-tune the LLM itself to per-
form selective retrieval via special tokens (Asai
et al., 2024; Wu et al., 2024), we introduce three
novel designs. First, SR-RAG performs diverse
knowledge verbalization to create more accurate
training labels for knowledge source selection
(§3.3). Second, SR-RAG incorporates a multi-
task alignment approach to jointly optimize the
LLM for knowledge source selection, knowledge
verbalization, and response generation. Notably,
we leverage the diverse verbalized knowledge
contexts to perform self-supervised preference
alignment for verbalizing high-quality knowledge
(§3.3). Finally, existing approaches suffer from
poor source decision accuracy at inference stage
due to domain shifts and model ability shifts caused
by fine-tuning. To bridge this gap, SR-RAG
proposes dynamic knowledge source inference via
nearest neighbor search, augmenting likelihood-
based retrieval decisions with neighboring policy
examples in the hidden representation space of
the fine-tuned LLM (§3.4). Crucially, SR-RAG’s
inference remains efficient, requiring only a single
left-to-right generation pass.

Using the SR-RAG recipe, we fine-tune
Llama-2-7B-Chat (Touvron et al., 2023), Phi-3.5-
mini-instruct (Abdin et al., 2024), and Qwen2.5-
7B-Instruct (Yang et al., 2024) on a mixture of

knowledge-intensive datasets to develop their
knowledge source selection ability and enhance
the knowledge verbalization quality. Extensive
experiments on four knowledge-intensive question
answering tasks demonstrate that SR-RAG greatly
outperforms both always retrieving and the
vanilla selective retrieval approach. Compared
to the latter, SR-RAG achieves 7.9%/2.1%/4.7%
higher overall performance while performing
26%/40%/21% fewer retrievals across these three
LLMs respectively (§5.2). Our analyses further
demonstrate that SR-RAG improves both the
accuracy of selective RAG decisions (§5.3) and
the system’s inference efficiency (§5.4). Finally,
we carefully ablate the three novel designs and
illustrate that all of them are crucial to the strong
performance SR-RAG (§5.5).

2 Related Work

Selective Retrieval To enhance the efficiency
of RAG systems and avoid potentially harmful
retrievals, several works have proposed to selec-
tively skip retrieval augmentation, which we call
selective retrieval following Xu et al. (2024) and
Wu et al. (2024). One popular approach is to
assess whether retrieval augmentation increases
the likelihood of the LLM generating the correct
answer and distill this observation to a supervised
decision model (He et al., 2021; Schick et al.,
2023; Xu et al., 2024). Analogously, Wang et al.
(2023) and Wu et al. (2024) directly evaluate the
correctness of the answers generated with and



without retrieval to create the supervision signal.
Recent works have also explored solely examining
the difficulty of a question to reveal the need for
retrieval on question answering tasks (Mallen et al.,
2023; Jeong et al., 2024; Asai et al., 2024). To
further incorporate LLM’s ability and confidence
in the retrieval decision, Ding et al. (2024), Yao
et al. (2024), and Moskvoretskii et al. (2025)
use the LLM’s uncertainty for selective retrieval.
By contrast, this paper highlights the benefits of
incorporating knowledge verbalization to make
precise selective retrieval decisions and boosting
the LLM’s performance when retrieval is skipped.

Adaptive RAG Inference Strategies This paper
relates to the field of adaptive RAG, which we de-
fine as designing configurable and instance-specific
RAG inference strategies. Early works propose
active retrieval, which drafts follow-up retrieval
queries when the initially retrieved contexts are no
longer relevant (Jiang et al., 2023; Su et al., 2024).
Other studies investigate query decomposition and
iterative retrieval, with the goal of decomposing
complex queries into simpler ones to tackle (Shao
et al., 2023; Kim et al., 2023; Liu et al., 2024;
Lee et al., 2024). Given the retrieved knowledge,
Asai et al. (2024) propose a tree search decoding
algorithm supported by the ability to critique the
retrieval and generation quality. Yan et al. (2024)
retrieve from alternative sources to correct low
quality retrievals. Parekh et al. (2025) incorporate
an initial decision step to adaptively select the most
suitable strategy based on the question. While this
paper focuses on the more clearly defined selective
retrieval problem, training an LLM to self-route
between knowledge sources and act as a knowledge
source itself represents a novel contribution to
adaptive RAG as well.

LLMs as Knowledge Sources Using LLMs
as knowledge generators has been extensively
investigated by prior work. Shwartz et al. (2020)
and Liu et al. (2022) utilize language models
to generate background knowledge for unsuper-
vised commonsense question answering. Yu et al.
(2023) propose a general generate-and-read strat-
egy that use LLMs as strong context generators
for knowledge-intensive tasks. As another type of
knowledge, a number of studies investigate using
LLMs to generate intermediate steps to enhance
reasoning (Wei et al., 2022; Kojima et al., 2022).
Building upon these studies, this paper explores
fully leveraging LLMs’ knowledge generation

ability to benefit selective retrieval systems.

3 Approach

In this section, we first reformulate selective
retrieval as a knowledge source selection problem.
Then, we introduce the details of the proposed Self-
Routing RAG framework.

3.1 Problem Formulation

Knowledge Source-Aware Inference Given a
user query ¢, a knowledge source s can be invoked
to return related knowledge as a text sequence s(q).
Then, a reader LLM M generates the response
M(q,s(¢)). RAG implements this paradigm,
instantiating s as a retriever that gathers relevant
information from a specific external datastore.

Knowledge Source Selection In real world
systems, there might be multiple available
knowledge sources S = {¢, s1,..., sy}, where
¢ is a null knowledge source that returns
nothing for any query. Based on the query g,
a knowledge source selector P picks the most
relevant source P(q,S) € S to query. Under this
framework, selective retrieval can be expressed
as M(q, P(q,{®,s})(q)) that optionally retrieves
from a single external source s.

3.2 Self-Routing RAG: Overview

We propose Self-Routing RAG (SR-RAG), a se-
lective retrieval framework that fully leverages
the ability of LLMs as knowledge sources. As
illustrated in Figure 1, based on the query ¢, the
LLM autonomously determines which knowledge
source to use—either retrieving from an external
source or verbalizing its parametric knowledge.
The final response is then generated based on both
the query and the knowledge collected from the
selected source.

Building upon traditional selective retrieval
methods (Asai et al.,, 2024; Wu et al., 2024),
SR-RAG fine-tunes the LLM to streamline its
inference process with special tokens, enabling
efficient inference with a single left-to-right
generation pass. Three sets of special tokens are
introduced:

1. A token <EOQ> marking the end of the query,

which triggers knowledge source reflection’.

'This design aligns with Wu et al. (2024) but diverges from
Asai et al. (2024). We argue that this token is necessary for
the LLM to allocate the probability mass to the tokens for the
knowledge sources.
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Figure 2: Compared with traditional selective RAG, SR-
RAG triggers knowledge verbalization when retrieval
is abstained. The LLM always generates the response
conditioned on both the question and the knowledge.
SR-RAG is also extensible to multiple output sources.
We use blue to represent external information and red
to represent the LLM and its self-generated tokens.

2. One special token <s> to represent each
knowledge source s. In this paper, the main
setting consists of two knowledge sources
(one external and one internal). This for-
mulation naturally accommodates additional
knowledge sources as well.

3. A token <EOK> marking the end of the knowl-
edge, which triggers answer generation.

As shown in Figure 2, compared to traditional
selective retrieval, SR-RAG enables the LLM to
actively select the best knowledge source and
seamlessly act as a knowledge source itself.

3.3 Self-Routing RAG: Training

To train the backbone LLM for SR-RAG, we
propose a pipeline that mines self-supervision from
widely available question answering or instruction
following data with pairs of question ¢ and re-
sponse a. Our pipeline only uses the LLM itself as
knowledge source .S; and the external knowledge
source S, without requiring additional human
supervision or synthetic labels from stronger LLMs,
demonstrating a strong scalability.

Data Construction To enable an LLM to accu-
rately determine whether a question falls within
its parametric knowledge and to robustly elicit the
knowledge, we argue that thorough and diverse
knowledge verbalization is crucial. Following this
intuition, we collect contexts through rolling out
with two knowledge sources:

* Parametric Knowledge Verbalization: We
leverage GenRead (Yu et al., 2023) to elicit

knowledge from the LLM parametric knowl-

edge source S; and generate n diverse verbal-

ized contexts, denoted as c;,, Cjy, ., Ci,, -

» External Knowledge Retrieval: We retrieve n
context chunks from the external knowledge
source S, denoted as ce, , Cey, .-, Ce,, - In this
work, we consider retrieving from Wikipedia
with an off-the-shelf dense retriever.

For each context ¢; € {c¢i;,...,Ci,,Cers - Cep }s
we measure their helpfulness as the likelihood
of the LLM generating a as [; = pu(alq, ¢j).
After sorting [;, we identify the preferred source
s € {85, Se} as the one contributing to the
majority of top-n ranked helpful knowledge items.
The data creation pipeline then outputs the tuple
(¢,a,s,{cj,1l;}) for model training. For con-
venience of later reference, we further denote
the contexts from S; and S, that lead to the
highest and lowest likelihoods as c;, ¢;—, ce, Ce—,
respectively. We present the formal data creation
algorithm in Appendix B.1.

Objective SR-RAG proposes a two-stage multi-
task learning framework that jointly optimizes
knowledge source selection, knowledge verbal-
ization, and response generation. The first stage
performs behavior cloning on three losses:

1. Lt a cross-entropy loss for the preferred
knowledge source s following <EOQ>:

Esrc = _logpM(<S>|Q)a (1)

where <s> represents the actual token corre-
sponding to the chosen source s € S.

2. Lyerp: a cross-entropy loss on the knowledge
tokens, only when the LLM itself (S;) is
labeled as the preferred knowledge source:

0, if s = S,.
2

oo {—logpM(cZ-Jr\q), ifs=25;
verb —

3. Lgns: across-entropy loss on generating the
answer based on ¢ and the knowledge:

—logpm(alg,cit), ifs=15;
Eans = .
—logpa(alg, cet), ifs=Se.
(3)



The final loss for the first stage is a simple
combination of the three objectives:

£stagel = ﬁsrc + £verb + £ans~ (4)

To further boost the LLM’s ability to generate
useful knowledge, SR-RAG incorporates a second-
stage fine-tuning via direct preference optimiza-
tion (DPO) (Rafailov et al., 2023), pairing self-
verbalized knowledge with self-generated prefer-
ence labels (¢;t, ¢;i).

EstageZ = ﬁsrc + £DPO + £an8a (5)

verb

_ Pref(citlq) Pref(ci-lq)
verb

0, ifs =S,
(6)
M and ref are initialized with the LLM fine-tuned
on Lstage1, and only M is updated.

Overall, this self-supervised pipeline effectively
binds knowledge verbalization with the selective re-
trieval paradigm. The LLM learns accurate knowl-
edge source preferences through performance-
oriented labeling. Furthermore, analogous to
distilling complex “System 2” reasoning into fast
“System 1” inference (Yu et al., 2024), the LLM
learns from high-quality knowledge that was com-
putationally expensive to collect to perform cost-
efficient knowledge verbalization at inference time.
Finally, SR-RAG naturally extends to more than
two knowledge sources, which useful for training
the LLM to further distinguish domain-specific
corpora or retrieval methods that have different
cost-quality trade-offs.

DPO _ {—10g0(ﬂ log pu(citla) Blog IJM((ffz—\’J) )) ifs=9;,

3.4 Self-Routing RAG: Inference

As shown in Figure 1 and Figure 2, SR-RAG infer-
ence streamlines three steps in a single left-to-right
pass: Source Selection, Knowledge Collection, and
Answer Generation.

Retrieval-Augmented Source Selection A com-
mon approach to selecting a knowledge source
is to compare the likelihood pys(<s>|q) for each
s € §, against a fixed threshold (Asai et al., 2024;
Wu et al., 2024). However, this approach does
not account for shifts in the LLM’s ability after
fine-tuning and does not fine-grained control over
the decision boundary. To make source selection
more robust, we propose a nearest neighbor-based
selection mechanism that dynamically adapts to
different inputs. Concretely, the fine-tuned LLM

is evaluated on a set of question-answer pairs’.

The probabilities of generating the answer a con-
ditioned on different knowledge sources s are
compared to decide the preferred one. Then, a
policy datastore is constructed to map ¢ to its
preferred source. The hidden representation of
<EO0Q> is used as the key. At test time, we retrieve
k nearest neighbors from the policy datastore and
use their source labels to form a distribution over
the sources pp(<s>|q). Finally, to select the best
source s € S, we apply a threshold on the product

prm(<s>]q) X pp(<s>|q). 7

While tackling the challenges to source selection
due to the LLM’s ability shift, this approach also
exhibits a better interpretability: since the policy
datastore consists of explicit source assignments,
it can be audited, modified, and expanded by hu-
man experts to further improve SR-RAG’s source
selection performance in different domains.

Subsequently, the knowledge from the corre-
sponding source is gathered. If the LLM prefers
Si, we use greedy decoding to directly verbalize
a single knowledge context. After SR-RAG
fine-tuning, the generated context serves as a
compressed yet high-quality articulation of the
parametric knowledge, which would otherwise re-
quire compute-expensive knowledge verbalization
to elicit. If the LLM instead selects an external
source <s>, we halt decoding and retrieve from
s. With the retrieved or verbalized knowledge
appended to context, the LLM proceeds to generate
the final response.

4 Experimental Setup

4.1 SR-RAG Implementation Details

Data Construction We experiment SR-RAG
with a set of two knowledge sources: the 2018
English Wikipedia (<Wiki>) as the external knowl-
edge source, and the LLM itself (<Self>) as the
internal knowledge source. For the Wikipedia, we
use the official embeddings released by Karpukhin
et al. (2020) and retrieve in the granularity of
100-word chunks. For the LLM itself, we use
GenRead (Yu et al., 2023) to verbalize diverse
knowledge contexts during training data construc-
tion. GenRead first clusters zero-shot knowledge
verbalizations in the same domain and uses them
as in-context demonstrations to verbalize diverse

2Qur experiments reuse the SR-RAG training set so that
no additional supervision is required.



knowledge. We limit each verbalized knowledge
chunk to maximum 150 tokens. For each knowl-
edge source, we collect n = 5 knowledge chunks.

Training We fine-tune  Llama-2-7B-Chat
released by Touvron et al. (2023) on a mixture
of six short-form and long-form knowledge-
intensive datasets: Wizard of Wikipedia (Dinan
et al., 2019), Natural Questions (Kwiatkowski
et al., 2019), FEVER (Thorne et al., 2018),
OpenBookQA (Mihaylov et al., 2018), ARC-Easy
(Bhakthavatsalam et al., 2021), and ASQA
(Stelmakh et al., 2022). This mixture of 53,042
instances is a subset of the RAG-oriented
instruction tuning data proven effective in Asai
et al. (2024). After running the data construction
algorithm discussed in §3.3, 30.7% of the instances
are labeled with <Self> and the rest are labeled
with <Wiki> as the preferred knowledge source.
We present further details regarding the training
data in Appendix B.1. For stage 1 training, we use
batch size 64, learning rate 1e-5, and fine-tune for
1 epoch. For stage 2 training, we use batch size 64,
learning rate 5e-7, $ = 0.3 for DPO, and train for
another epoch. All the experiments are performed
on a local machine with eight A800 (80GB) GPUs
and a local machine with eight A6000 GPUs. On
eight A800 (80GB) GPUs, the two-staged training
takes approximately 10 hours.

Inference To construct the policy datastore, we
use a middle layer in the fine-tuned LLM? as
middle layers are found effective by previous
work on LLM faithfulness (Yin et al., 2024).
At test time, the datastore index is cached on
GPU and similarity search can be achieved via
a single matrix multiplication. We retrieve k =
30 nearest supporting examples from the datas-
tore andconstruct pp(<s>|q) from the counts of
each knowledge source as the preferred source.
Then, we impose a model-specific threshold 7 on
pa(<Wiki>|q) x pp(<Wiki>|q) to decide whether
retrieval should be triggered*. We find that this
threshold generally performs well enough and does
not require dataset-specific tuning.

4.2 Evaluation

Datasets and Metrics We test SR-RAG on a
diverse set of four knowledge-intensive NLP tasks:

3Layer 15 for Llama-2-7B-Chat and Phi-3.5-Mini-Instruct
and layer 11 for Qwen2.5-7B-Instruct.

“r = 0.1 for Llama-2-7B-Chat and 7 = 0.2 for the other
two LLMs.

* PopQA (Mallen et al., 2023): a free-formed
long-tail open-domain question answering
dataset. Following Asai et al. (2024), we
use the subset of 1,399 questions that aims
at testing long-tail entities.

e TriviaQA (Joshi et al., 2017): an established
open-domain question answering dataset that
features relatively complex and diverse ques-

tions. We use the same test split as in Asai
et al. (2024).

* PubHealth (Zhang et al., 2023): a fact-
checking dataset focusing on public health-
related claims.

* ARC Challenge (Bhakthavatsalam et al.,
2021): a multiple-choice question answering
dataset featuring grade-school level science
questions.

Following common practice, we perform lexical
postprocessing of the model’s output and report
accuracy for PubHealth and ARC and substring
matching for PopQA and TriviaQA.

Baselines We compare SR-RAG with the fol-
lowing baselines that incorporate comprehensive
training and inference strategies: (1) First, we
present comparisons with baselines that either
always retrieve or always verbalize using the
original model before fine-tuning. In this setting,
GenRead is used as the verbalization method. (2)
As illustrated in Figure 2, the major baseline
we compare SR-RAG with is the state-of-the-art
prior selective retrieval pipeline, combining the
advantage of He et al. (2021), Asai et al. (2024),
and Wu et al. (2024). Specifically, the likelihoods
of the LLM generating the answer with and without
retrieval are used to create the knowledge source
selection label. Then, we fine-tune the LLM for
knowledge source selection (among S, and ¢) and
generate the answer with optional retrieval. At
inference time, we apply a uniform threshold of 0.2
on the likelihood of the retrieval token following
<EO0Q> for selectively triggering retrieval. Besides,
we also provide the result of always retrieving at
inference time. (3) Always retrieving with the fine-
tuned SR-RAG model.
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Figure 3: Knowledge verbalization significantly affects the LLM ability boundary measured for selective retrieval.

PopQA

Inference ACC %RAG

Training

TriviaQA
ACC %RAG

PubHealth
ACC %RAG

Average
ACC %RAG

Llama-2-7B-Chat

Always RAG
GenRead

.641
No Fine-tuning 0.6

Always RAG
Selective RAG

Always RAG
SR-RAG

Phi-3.5-Mini-Instruct

Always RAG 0.594

GenRead

Always RAG
Selective RAG

Always RAG
SR-RAG

100% |0.549

92%

Qwen-2.5-7B-Instruct

Always RAG
GenRead

100% |0.667

Always RAG
Selective RAG

Always RAG
SR-RAG

100%

89%

Table 1: Main evaluation results on four tasks. The best results are boldfaced. SR-RAG significantly outperforms
selective RAG and always retrieving while requiring a much lower retrieval budget.

5 Results

5.1 Knowledge Verbalization Impacts
Knowledge Source Choices

As a proof of concept, we first show that on a
range of knowledge-intensive tasks, knowledge
verbalization leads to significantly different inter-
pretations of the LLM’s ability boundary, which
in turn significantly affects the preference labeling
process of selective retrieval. As shown in Figure 3,
we use four datasets in SR-RAG’s train set mixture

and report the likelihood of the model generating
the correct answer given no context (dark blue),
the most helpful GenRead context (c;, light blue),
and the most helpful retrieved context (ce, red).
Surprisingly, GenRead reverses the knowledge
source preference on 16% instances from Natural
Questions and more than 30% on the other three
datasets. This result highlights that prior selective
retrieval methods may significantly underestimate
the ability of the LLM, further motivating the
necessity of embracing knowledge verbalization for



Method |PopQA TriviaQA PubHealth ARC |Average

Accuracy (Verbalization > Retrieval)

Self-RAG 0.957 0.936 0.867  0.908| 0.917

SR-RAG w/o. kNN | 0.959 0.930 0.869  0.888| 0.912

SR-RAG 0.959 0.943 0.880  0.910| 0.923
AUROC (Retrieval > Verbalization)

Self-RAG 0.489 0.503 0.438  0.557| 0.497

SR-RAG w/o. kNN | 0.490 0.567 0.564  0.513| 0.534

SR-RAG 0.577 0.565 0.606  0.533| 0.570

Table 2: Source selection accuracy of different strategies.
SR-RAG achieves the highest average accuracy and
AUROC in two test scenarios.

accurately labeling knowledge source preferences.

5.2 Overall Generation Performance

Table 1 shows the end-to-end generation perfor-
mance on three LLMs, demonstrating the ad-
vantage of SR-RAG over selective retrieval and
other baselines. Specifically, although training
the model with the baseline selective retrieval
saves 8% to 15% retrieval, its final generation
performance is nearly identical to always retrieving.
This indicates that selective RAG cannot offer
an effective retrieval-skipping strategy and cannot
improve the overall performance over always RAG.
In comparison, SR-RAG outperforms always RAG
by skipping 20% to 40% of partial low-quality
retrievals and effectively verbalizing parametric
knowledge. Remarkably, with a uniform inference
datastore and threshold, SR-RAG is able to dy-
namically adapt to the difficulty of the datasets.
For a dataset that emphasizes long-tail knowledge
like PopQA, SR-RAG tends to retrieve external
knowledge most of the time. On the other hand, for
PubHealth and ARC where the model’s knowledge
may suffice for a number of questions, SR-RAG
relies on internal knowledge more confidently,
resulting in much better performance compared
to always retrieving.

5.3 Source Selection Performance

Can SR-RAG accurately select its knowledge
source? In Table 2, we compare SR-RAG with
Self-RAG and SR-RAG without kNN based on
two accuracy definitions: (1) not harming the
performance when abstaining retrieval (top) and (2)
selecting retrieval only when it is strictly greater
than verbalization (bottom). In the former setting,
despite all methods have a relatively high perfor-
mance, SR-RAG demonstrates the best average
accuracy. However, in the latter setting, SR-

0.75 PubHealth TriviaQA
/_././'-o»///' 4
..0.701 =
3 Ko
° r3 3
5 0.65 c
0.60 2
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0 50 100 O 50 100

% Verbalization % Verbalization

Figure 4: Latency-Accuracy trade-off of SR-RAG with
different verbalization frequencies.

RAG clearly demonstrates better discrimination
ability, outperforming Self-RAG by 14.7% in the
average AUROC. Removing the nearest neighbor
source selection strategy (w/o. kNN), we find
both averaged Accuracy and AUROC dropped
significantly, indicating its advantage in adapting
to the LLM ability shift caused by fine-tuning.

5.4 System Efficiency

We further measure the end-to-end system latency
of SR-RAG with Llama-2-7B-Chat in a batched
inference setting®. In Figure 4, we illustrate
how accuracy and latency vary with respect to
different proportions of cases in the PubHealth
and TrivialQA datasets selected for knowledge
verbalization. We can consistently conclude that
latency improves as the proportion of verbalization
increases. This indicates that reducing low-quality
retrieval and eliciting the inherent knowledge from
the LLM itself can significantly improve system
efficiency. Due to their varied difficulty, the
best accuracy for different datasets is achieved at
different verbalization proportions. However, as
shown in Table 1, due to its advanced inference
strategy, SR-RAG does not require specific tuning
to achieve this optimality.

5.5 Ablation Study

To further verify the effectiveness of key compo-
nents of SR-RAG, we conduct ablation studies on
Llama-2-7B-Chat and present the results in Table 3.
First, the dynamic policy inference via kNN is
removed (w/o. KNN). The decrease in performance
and increase in the retrieval proportion which
corresponds to a higher budget illustrate that the
kNN inference policy better adapts to the fine-tuned
model’s ability. In addition, we remove knowledge

SWe provide the detailed latency model in Appendix B.2.
We also show there that although latency is reported here, it is
linear to the retrieval frequency when the batch size is small.



Method ‘PopQA TriviaQA PubHealth ARC | Average
Answer Accuracy (1)

SR-RAG 0.566  0.664 0.715  0.630| 0.644
w/o. KNN 0.558  0.658 0.694  0.627| 0.634
w/o. kv. label | 0.568  0.644 0.598  0.629| 0.610
wlo. LPPO | 0564  0.645 0.674  0.581| 0.616

%Retrieval (/)

SR-RAG 96% 89% 40% 29% | 64%
w/o. kNN 94% 77% 72% 56% | 15%
w/o. kv. label| 100%  100% 100%  84% | 96%
wlo. LDFO | 98%  100% 9%  66% | 86%

Table 3: Ablation studies on SR-RAG.

verbalization for knowledge source labeling and
use the likelihood of the LLm directly generating
the answer as the baseline instead (w/o. kv. label).
The model converges to over-relying on retrieval,
which does not yield the best performance. Finally,
Lstage2 1s ablated and the Lgiq4e1 loss is kept for
stage 2 training. The result shows a significant
increase in the retrieval proportion as the model’s
knowledge verbalization ability degrades.

6 Conclusion

‘We introduce SR-RAG, a novel RAG framework
demonstrating that selective retrieval can be sub-
stantially improved by binding with knowledge
verbalization. SR-RAG’s training paradigm en-
ables an LLM to accurately avoid retrieval and
effectively verbalize its own knowledge. At
inference stage, SR-RAG leverages the model’s
internal states to improve its selective retrieval
accuracy. Extensive evaluations demonstrate our
approach’s effectiveness in enhancing accuracy
while significantly reducing latency, paving the way
to more reliable and adaptive RAG systems.
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Supplementary Material: Appendices

A List of notations

In Table 4, we present the major notations and
parameters used throughout the paper.

Notation Description

q User query input to the system.
a The expected answer.
M The LLM.
S Set of all knowledge sources.
Se The external knowledge source.
Si The internal knowledge source (parametric knowledge).
ci+  Most helpful verbalized knowledge context from .S;.
ci—  Least helpful verbalized knowledge context from S;.
Ce+  Most helpful retrieved knowledge context from Se.
ce—  Least helpful retrieved knowledge context from S.
<EOQ> End-of-query special token.
<EOK> End-of-knowledge special token.

<s>  Special token representing knowledge source s € S.
<Wiki> Special token representing Wikipedia.
<Self> Special token representing LLM as knowlede source.
k number of neighbors retrieved for source policy inference

Table 4: A summary of the key symbols and parameters
used in the paper.

B SR-RAG: Further Details
B.1 Training Details

Dataset Construction Algorithm We present
the full algorithm that we use to construct the
training data and the preference labels for SR-
RAG in Algorithm 1. Note that GenRead is run
separately for each training data subset. We use
instance-level notations for better readability.

Algorithm 1 SR-RAG Training Data Construction

Require: LLM M, External Retriever R, Dataset D, Number
of contexts n

1: for (¢,a) € D do

2: /I Retrieving External Knowledge
3: Cr < R(gq,n)

4: /I Knowledge Verbalization

5 Cy < M.GenRead(q, n)

6: /I Compute Likelihoods

7: for c € C, UC, do

8: le < pu(alq, c)

9: end for

10: 5 < arg max,e(s,,s.} ZCECS le
11: Store (g, a, s,{ci,l;})

12: end for

13: return Processed dataset with labeled knowledge sources

GenRead Prompt We closely follow the original
paper (Yu et al., 2023) to implement GenRead.
For in-context examples in round 2 verbalization,
we use five clusters and five example from each

cluster. For both rounds of verbalization, we
use the following prompt as shown in Figure 5
for all the datasets except ASQA. For ASQA,
we add the statement “If the question is
ambiguous, generate multiple documents
for each possibility” to instruct the model
consider the potential abiguity in generating the
background knowledge.

Generate a background document from Wikipedia
to help answer the following question. Directly
start with document content and do not generate
URL.

Question: {question}

Background document:

Figure 5: Prompt used for knowledge verbalization data
collection via GenRead.

Training data details In Table 5, we present the
detail of the train and validation data for SR-RAG.
We also provide the percentage of instances where
verbalization is preferred over retrieval.

. e % Verbalization
Dataset Train Validation Total Llama Phi Qwen
ARC_Easy | 2037 107 2144 | 61% 84% 66%
NQ 14753 776 15529| 28% 33% 41%
OBQA 4462 234 4696 | 61% 77% 61%
FEVER 9467 498 9965 | 52% 58% 68%
WoWw 16493 868 17361| 13% 55% 32%
ASQA 3700 194 3894 | 13% 25% 16%

Table 5: Statistics of training and validation data with
verbalization percentages. Llama = Llama-2-7B-Chat,
Phi = Phi-3.5-Mini-Instruct and Qwen = Qwen2.5-7B-
Instruct.

B.2 Formulation for Latency Experiments

To evaluate the inference efficiency of SR-RAG,
we measure the latency under a realistic batched
inference setup, where the system handles a batch
of B = 10 queries and returns the results for all
of them together. We choose this setup due to the
complexity of the retrieval system. For instance, in
our implementation of Wikipedia search, it takes
around 10 seconds for encoding the query and
retrieving the most relevant context chunks. For
the latency experiments presented in the paper, we
assume that the retrieval index is pre-constructed,
and define the following latency components:



¢ Source Selection Time (7;): The time taken
by the knowledge source selector to determine
whether to retrieve from external sources or
rely on parametric knowledge.

* Retrieval Latency (7}): If retrieval is trig-
gered, the time taken to fetch external knowl-
edge from the database. In our batched setting,
we calculate 7). by performing a batched
retrieval for all the instances that require
retrieval and use the report a per-item latency.

* Verbalization Latency (7)): If retrieval is
not triggered, the time taken for the model to
verbalize parametric knowledge.

* Generation Latency (7;): The time required
for the language model to generate the re-
sponse, conditioned on either retrieved or
verbalized knowledge.

Thus, the total per-item latency Tio iS given by:

| Ty+ T, + Ty, if verbalize
total = Ta+ T, +T,, ifretrieve

Generally, if the batch size is small, it is safe
to assume that 7, >> T, ~ T, >> Ty. In the
extreme online setting, the system’s efficiency gain
converges to the percentage of retrieval avoided.
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