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Abstract

While chain-of-thoughts (CoT) prompting has rev-
olutionized how LLMs perform reasoning tasks,
its current methods and variations (e.g, Self-
consistency, ReACT, Reflexion, Tree-of-Thoughts
(ToT), Cumulative Reasoning (CR) etc.,) suffer
from limitations like limited context grounding,
hallucination/inconsistent output generation, and
iterative sluggishness. To overcome these chal-
lenges, we introduce a novel mono/dual-step zero-
shot prompting framework built upon two unique
strategies Chain of Evidences (COE) and Evi-
dence to Generate (E2G). Instead of unverified
reasoning claims, our innovative approaches lever-
age the power of "evidence for decision making" by
first focusing exclusively on the thought sequences
explicitly mentioned in the context which then serve
as extracted evidence, guiding the LLM’s output
generation process with greater precision and effi-
ciency. This simple yet potent approach unlocks
the full potential of chain-of-thoughts prompting,
facilitating faster, more reliable, and contextually
aware reasoning in LLMs. Our framework con-
sistently achieves remarkable results across vari-
ous knowledge-intensive reasoning and generation
tasks, surpassing baseline approaches with state-
of-the-art LLMs. For instance, (i) on the LogiQA
benchmark using GPT-4, COE achieves a new state-
of-the-art accuracy of 53.8%, surpassing CoT by
18%, ToT by 11%, and CR by 9%; (ii) COE with
PaLM-2 outperforms the variable-shot performance
of Gemini Ultra by 0.9 F1 points, achieving an F1
score of 83.3 on DROP. We release our prompts and
outputs on these benchmarks as a new instruction
tuning dataset for future research at Hugging Face1.

1 Introduction

Retrieval-augmented or context-based generation
serves as a mean for leveraging relevant information,
empowering large language models (LLMs) to reduce
the factual errors in their generation (Islam et al.,
2024b; Asai et al., 2023a,b). However, despite the
expansion in model and data size, LLMs struggle in
contextual reasoning. This challenge is further ampli-

1https://huggingface.co/datasets/kagnlp/Chain-of-Evidences/

Query: How many years did the city suffer wars against 
the Almoravid and Almohad Empires?
Ground-truth Answer: 127 

Ans: 267 
Step-by-step reasoning: ... The context states that the city suffered 
wars against the  Almoravid and the Almohad Empires from 1085 
until the Battle of Las Navas de Tolosa in 1212. Therefore the ...

Retrieved
top-k docs

Query: Companies with highest
number of employees?
Ground-truth Answer: Walmart

Ans: Department of Defense (DoD) 
Step-by-step reasoning: ... The United States Department of Defense
is the largest employer in the world with  the total to over 2.8 million
employees...

Context

Walmart
is the largest private employer in the
world with 2.3 million employees..

Department of Defense..

Figure 1: CoT & variants falter in context-aware reasoning.
Top: Overwhelming long-text complexity leads models’ fail-
ure even when it generates partially/fully correct reasoning
(in green). Bottom: Ungrounded internal reasoning fails to
grasp context, confusing "DoD" (ungroundeded private org
in red) vs Walmart (in green).

fied when dealing with retrieved information that are
often long and imperfect text with distractive contents.

To bolster LLM’s reasoning capabilities, the Chain-
of-Thought (CoT) prompting paradigm has emerged as
a potent tool (Wei et al., 2022). Subsequent meth-
ods, including Self-consistency (SC; (Wang et al.,
2022)), ReACT (Yao et al., 2022), Reflexion (Shinn
et al., 2023), Tree of Thoughts (ToT; (Yao et al.,
2023)), and Cumulative Reasoning (CR; (Zhang et al.,
2023b)), generalize CoT with various multi-objective,
ensemble-based, or tool-augmented, and trial & er-
ror approaches but do not address the complexities of
context-grounded or retrieval augmented generations
(RAG). We highlight two of their pivotal bottlenecks:
(i) CoT focuses solely on expanding steps without ver-
ifying hypotheses; (ii) excessively long retrieved text
can lead to incorrect conclusions even with valid CoT
reasonings (example in Figure 1).

Multi-step reasoning prompting has emerged as a
promising alternative to traditional chain-of-thought
(CoT) approaches by decomposing complex problems

https://huggingface.co/datasets/kagnlp/Chain-of-Evidences/


Query: The football manager who recruited David Beckham
managed Manchester United during what timeframe?

Ans: 1995-1996

Retrieved
top-k docs

CoT: Given a context and a question, your task is
to answer the   question based on the context.
Think step by step and generate the answer.

CoE: Given a context and a question, your task is to
answer the question based on the context. Generate the
answer with evidence and explanation

Step-by-step reasoning:  The context mentions  that
Manchester United won the Double of Premier League and FA
Cup in the 1995-1996 season.  It also mentions that David
Beckham scored a goal in the 1996 FA Charity Shield match
played by Manchester United. Therefore, the football manager
who recruited David Beckham managed Manchester United
during the 1995-1996. 

Ans: Alex Ferguson

Evidence & explanation: The context mentions several football
managers, but the one who managed Manchester United during
the timeframe when David Beckham was recruited is Sir Alex
Ferguson. This is stated in the context: 'Instead, he had drafted in
young players like Nicky Butt, David Beckham, Paul Scholes and
the Neville brothers, Gary and Phil.' The 'he' in this sentence
refers to Alex Ferguson, who was the manager of Manchester
United from 1986 to 2013.

ContextContext

CoE OutputCoT Output

Query

Plan/Trial-1: 
Thought-1: It asks about David Beckham. From context we
know that…Action-1: Search [David Beckham]  Output-
1/Predction-1: 1995-1996. 
Observation-1 & Reflection-1: ...

Plan/Trial-2:
Thought-2: Search [Manchester United ] (Continued) …

CoT-V: Given a context and a question, your task is
to answer the   question based on the context.
Think/plan step by step and   generate the
answer.  Evaluate your response, then reflect on
mistakes and modify accordingly and repeat back.

Context

CoT-V Output

CoT Variants: Self-consistency, ReACT,
Reflexion, ToT, Cumulative Reasoning

CoT prompting E-Step using CoE

G-Step using CoE

Ans: 1986-2013

Evidence & explanation:  Sir Alex Ferguson managed
Manchester United during the timeframe when David
Beckham was recruited, which was from 1986 to 2013.

CoE Output

CoE

Retrieved
top-k docs

Context

Figure 2: (left) CoT and generic view of its (iterative) variants, (right) The E2G pipeline: In E-step our "generate ans with
evidence and explanation" instruction extracts the rationales, coupled with the ans, grounded in the original context, then in
G step we use the same instruction to derive the final answer solely from the "evidence and explanation" or along with the
original context.

into sequential reasoning substeps (Dhuliawala et al.,
2023; Wang et al., 2023a; Zhao et al., 2023; Trivedi
et al., 2023; Fu et al., 2022; Creswell et al., 2022;
Li et al., 2023). However, these techniques typi-
cally require rigorous verification of each intermedi-
ate step. Although simpler iterative verification strate-
gies—such as self-check (Miao et al., 2023) and self-
refine (Madaan et al., 2024)—have been proposed,
they do not fully address the challenges inherent in
long-context processing or retrieval-augmented gen-
eration. Moreover, they often rely on disparate in-
termediate prompts—such as rationale selection and
inference/premise derivation—that necessitate k-shot
annotated in-context exemplars, which are often diffi-
cult to construct (Islam et al., 2025, 2024a; Yasunaga
et al., 2024). Therefore, unlocking CoT’s true potential
for RAG & context driven reasoning remains unan-
swered. To address, in this paper, we propose a simple

verification-free zero-shot prompting framework for
context-grounded and retrieval augmented reasoning.

Our framework consists of two unique and real-time
prompting strategies particularly tailored for long con-
text reasoning. First, single-step Chain-of-Evidences
(COE): to address the problem of ungrounded reason-
ing hypotheses, our designed prompt asks for specific
thought sequences that are explicitly mentioned in the
context. We call this series of intermediate reasoning
steps, with directly extracted rationales from the given
context, ’Evidence’ (as in human decision making).
Our key distinction from existing CoT approaches is
that instead of mere "thinking step-by-step" (Kojima
et al., 2022) our prompt instruction asks for "step-by-
step reasoning with explicit evidence and explanation".

Second, dual-step Evidence to Generate (E2G): to
facilitate LLMs’ answering the query properly even
with retrieval augmented long-text contexts, we split



the task into steps. In the first step (E), we adopt
prompts similar to COE and generate both the Answer
& Evidence . Then in next step (G), we pass only the
Evidence as context for a second round of COE to
LLM. G Step Answer is predicted as the final answer.
In contrast to complex long original context in E step,
the Evidence is a concise short text that directly an-
swer the input query, G step is very fast, and simpler
for the model to generate answer.

In experiments with different LLMs, we show
that our prompts consistently outperform existing ap-
proaches in a diverse set of eight context-driven tasks,
including natural QA, complex multi-hop, long-form
QA, fact checking, dialog generation, and reading com-
prehension tasks. Since, even with such techniques, it
is non-trivial to comprehend why and how this works
and how to setup the prompt to function correctly, cost-
effectively, and robustly. To this end, we perform case
studies, analyze different alternatives and reveal the
strengths and weaknesses of our approach. We open-
source our prompts and outputs on these benchmarks
as a new instruction tuning dataset for future research.

2 Related Works and Preliminaries

2.1 Prompting LLMs

Various prompting paradigms have been studied in lit-
erature toward enhancing reasoning in LLMs. In Sec-
tion 1, we provide a (non-exhaustive) list of CoT ap-
proaches. Among others, search-based (Pryzant et al.,
2023; Lu et al., 2021), Program-aided LLM genera-
tion (Liu et al., 2023a; Gao et al., 2023; Jung et al.,
2022; Zhu et al., 2022), self generation of prompts (He
et al., 2023; Yasunaga et al., 2023; Sun et al., 2022;
Kim et al., 2022; Li et al., 2022), self evaluation based
approaches (Madaan et al., 2023; Xie et al., 2023; Kim
et al., 2023; Paul et al., 2023) have been studied. Other
works have also been extended with more complex
multi-step reasoning procedure (e.g., using a different
fine-tuned model (Yu et al., 2023; Nye et al., 2021;
Lester et al., 2021)) or for domain specific applications
(Parvez et al., 2023, 2021; Ouyang et al., 2022; Sanh
et al., 2021; Wei et al., 2021).

2.2 Chain-of-Thoughts (CoT) Prompting

Chain-of-thoughts (CoT; (Wei et al., 2022)) is a prompt-
ing framework that guides LLMs to produce intermedi-
ate reasoning steps towards the final answer, enhancing
its reasoning. Original version of CoT employs a few-
shot version by providing multiple exemplars of the
reasoning process (question–reasoning–answer), lever-
aging LLMs’ in-context learning abilities. However,
due to the requirement of labeled exemplars, it quickly
evolved with a 0-shot instance (Kojima et al., 2022). 0-

shot CoT prompts LLMs with a general instruction like
“think step by step” to produce intermediate reasoning
steps (See Figure 2).

3 Our Prompting Framework

In this section, we develop our prompting framework
for context-grounding and retrieval augmented long-
text reasoning. We design two unique (mono/dual-step)
prompts that does not require any exemplars and re-
moves the hurdles of choosing multi-objective instruc-
tions. Below we first present the prompt instruction
for defining the objective for the target task (a.k.a sys-
tem prompt), next the single-step prompting technique
Chain of Evidences (COE) and finally dual-step Evi-
dence to Generate (E2G) that uses COE twice.

3.1 System/Objective Instruction
Our proposed framework is a single-intent system, hav-
ing only one target task to solve at a time. Given a
target task T, our objective/system prompt is:

# You are a/an [T] agent. Given a
context and a [T[x]] as input, please
give a [T[y]] output based on the
context.

T[x] and T[y] depends on the task T. Examples of
T, T[x] and T[y] are (QA, fact verification, dialogue
generation), (question, claim, previous dialogue), and
(answer, judgement, next turn dialogue) respectively.
An example for fact checking:

# You are a text classification
agent. Given a context and a claim,
please give a judgement to the claim
(’SUPPORTS’ or ’REFUTES’) based on the
context.

3.2 Chain of Evidences (COE)
While the 0-shot CoT instruction (i.e., Answer the ques-
tion. Think step-by-step.) expands the query answer
generation into small reasoning steps, it does not focus
on context-grounding and generate imaginary hypothe-
ses. To address, our prompt asks for answering the
query specifically with evidence and explanation from
context. We design two alternatives COE-SHORT &
COE-LONG.

CoE-Short

# Objective Instruction from Section
3.1
# Generate the answer with evidence and
explanation.



|Context| Multi- Context- Cost- E-step G-step
>200 Query Aware Minimize Prompt Context Prompt Context

✗ ✗ ✗ ✗ CoE-Long - - -
✗ ✗ ✗ ✓ CoE-Short - - -
✗ ✗ ✓ ✗ CoE-Long OC - -
✗ ✗ ✓ ✓ CoE-Short OC - -
✗ ✓ ✗ ✗ CoE-Long - - -
✗ ✓ ✗ ✓ CoE-Short - - -
✗ ✓ ✓ ✗ CoE-Long OC CoE-Long E + OC
✗ ✓ ✓ ✓ CoE-Short OC CoE-Short E + OC
✓ ✗ ✓ ✗ CoE-Long OC CoE-Long E
✓ ✗ ✓ ✓ CoE-Short OC CoE-Short E
✓ ✓ ✓ ✗ CoE-Long OC CoE-Long E + OC
✓ ✓ ✓ ✓ CoE-Short OC CoE-Short E + OC

Table 1: Recommended alternative mono/2-step prompts, & contexts in each step. OC, E refer to original context, Evidence.

CoE-Long

# Objective Instruction from Section
3.1
# Think step-by-step and generate the
answer with evidence and explanation.

An overview is in Figure 2. However, depending on
the task T, we add one or two additional instructions to
clarify how the answer should be generated, and what
should be the output format:

# Your answer must be the either of
(’SUPPORTS’ or ’REFUTES’) based on the
claim and the context.
# Generate your response in a json
output format with an ’answer’ tag and
an ’evidence and explanation’ tag

While both COE prompts generates more context-
driven reasonings which are often very concise w.r.t
the original context, COE-LONG prompt, which in-
cludes "step-by-step" command, instructs the model to
generate more verbose and expanded reasoning paths
in compare to COE-SHORT. Hence, typically COE-
LONG tends to be more accurate (e.g., for common-
sense, multi-step reasoning, or arithmetic cases) while
COE-SHORT is more cost-effective.

3.3 Adaptation

In this section, we outline how our framework adapts
to various tasks and objectives. Our framework offers
choices between mono/dual step prompting, COE alter-
natives, and context inputs. Considering task complex-
ity, we examine the nature of the task (context-aware
or context-free), context length, and query complexity

(single or multi-question). Regarding objectives, we
prioritize cost optimization or performance triggering.
Our design principles are mainly three-folds:

1. Single-step COE is generally sufficient, except for
longer contexts where E2Gis employed.

2. Cost-effectiveness is tied to the number of steps or
LLM API calls. Thus, for E2G, COE-SHORT is
more cost-effective in each step, while COE-
LONG offers granular reasoning steps, enhancing
performance, particularly in context-less reason-
ing tasks like arithmetic and commonsense.

3. The G-step context is typically derived from
Evidence from the E-step. However, for queries
involving multiple sub-queries or answers, a brief
Evidence may provide only partial answers. In
such cases, the G-step context should include
Evidence concatenated with the original context.
Table 1 summarizes these principles.

Another objective, we consider is inference time.
While the worst-case runtime of our approach is approx-
imately double that of CoT, shorter Evidence reduces
runtime (e.g., 1.5s vs CoT’s 1s on average), making it
suitable for practical use cases. However, more con-
strained inference time can be achieved via single-step
COE.

4 Experimental Setup

We evaluate our prompting framework across eight
context-intensive language tasks, requiring reasoning
over given contexts, including those with distracting
documents and retrieval augmentation for generation.
Using three LLMs (ChatGPT, GPT-4, PaLM-2 (540B))
via APIs, we conduct comprehensive experiments. Due



Dataset Size Reasoning ∣Context∣ Task Metric

LogiQA 651
MRC

77 Logical Reasoning Acc
DROP 500 196 Arithmetic Reasoning F1

HotpotQA 7.41KCG/1.5KP Distarctor 1106 Multi-hop QA
EM, F1NQ 500

RAG 650-675

Open-domain QA
TQA 1.5K
WOW 500 Know. Grounded Dialouge Gen.

F1
ELI5 300 Long Form QA
FEVER 10.1KCG/.1KP Fact Verification Acc

Table 2: Evaluation Datasets. MRC, and distractor denote machine reading comprehension, and context with distracting
documents. |Context| denotes avg token length. CG/P denotes with ChatGPT and PALM-2 respectively.

to the size of the datasets, we use sampling and dev
splits for evaluation, following established practices.
We compare our results with CoT baselines and other
frameworks from the literature, reproducing 0-shot
CoT where necessary. For retrieval tasks, we utilize
datasets from Wang et al. (2023b), comprising DPR
(Karpukhin et al., 2020) retrieved top-5 context doc-
uments from Wikipedia. Benchmark summaries are
in Table 2. By default, we use the single-step COE-
LONG for LogiQA & DROP, and two-step E2G (with
COE-SHORT) for other tasks where G-step contexts are
sourced from Evidence, unless otherwise specified.
We use Dalvi et al. (2024) in implementation.

5 Main Results

Arithmetic/Logical Context Reasoning We evaluate
our approach on the MRC tasks LogiQA and DROP,
known for heavy arithmetic and logical reasoning com-
plexities. LogiQA tasks involve choosing among four
options inferred from a small context, while DROP
tasks require answering questions with complex arith-
metic computations from the context.2 Although rea-
soning in both tasks is largely independent, LLMs still
need to align their reasoning with the context. Our
method, presented in Table 3 for LogiQA and Table
5 for DROP, robustly enhances real-time contextual
reasoning in both benchmarks, achieving new state-
of-the-art 0-shot results. In both benchmarks, COE-
LONG significantly outperformed existing approaches.

For instance, in Table 3 using GPT-4 as backbone
COE-LONG achieves 9% and 11% higher Acc than CR
and ToT respectively on LogiQA while their iterations
are much higher in number. This reveals that vari-
ants built on CoT also suffer from generating outputs
inconsistent to context, and guiding their reasoning
paths with grounding precision can enhance CoT ap-
proaches broadly. We find that while CoT prompts give

2We compare with baseline performances (i.e., CoT, CoT-SC)
reported in previous works if they are higher than our reproduced
ones.

Backbone Method Acc Steps

GPT-4

CoTa 38.6 1

CoT-SCa 40.4 16

ToTa 43.0 19.87

CRa 45.3 17

COE-LONG 53.8% 1

PaLM-2

CoT 35.0 1

CoT-SC 36.3 3

COE-LONG 36.4 1

PREVIOUS SOTAb - 45.8 -

Table 3: Performance on LogiQA. a−b refer to Zhang et al.
(2023b) and Ouyang et al. (2021) respectively.

decisions for MCQ options directly in every step, COE-
LONG explains how the option can/not be inferred
from the context (example: Appendix Fig 5). Similarly,
Table 4 shows an example how COE provides superior
reasoning w.r.t CoT (more in Appendix). On DROP,
PaLM-2 achieves higher performances than GPT-4 in
general, and with COE-LONG it outperforms the few-
shot F1 scores of recent performer LLM Gemini Ultra.

Besides, in compare to the best performances of
COE-LONG in these two tasks, F1 performances of
COE-SHORT are (LogiQA 53.8 vs 51.8) and (83.3 vs
82.7) which validates our intuition that COE-LONG ex-
cels more when the task is based on arithmetic and
logical reasoning. In addition, replacing the COE-
LONG with COE-SHORT, we observe a performance
drop of around 2% & 0.6% in LogiQA amd DROP
respectively– which validates our intuition that COE-
LONG reasoning is both more context-driven and mod-
ular combining both the COE-SHORT and CoT. In sim-
ple math tasks (e.g., GSM8K), our method performs as
good as CoT as they are often context-free.

Multi-hop QA with Distracting Contexts We tackle
more complex QA challenges, evaluating on the dis-



Q: How many field goals of at least 40 yards did Neil Rackers make
Ans: [‘2’, ‘2’]

Context: .. In the fourth quarter, the Seahawks took the lead with Brown kicking an-
other 28-yard field goal. However, Arizona rallied to tie the game on a
Rackers 52-yard .. Arizona quickly moved into field goal range after the Seahawk TD,

but Rackers hit the upright from 53 yards as time expired. .. Arizona then drove to

the Seahawks’ 25-yard line, where Rackers kicked a game-winning 42-yard field goal
with 11 seconds left.

CoT Reasonings: The question is asking for the number of field goals of at least 40 yards that Neil Rackers
made. The context states that Rackers made a 52 yard field goal , a 42-yard field goal ,

and a 53-yard field goal . Therefore, the answer is 3.

CoE-Short Reasonings: The question is asking for the number of field goals of at least 40 yards that Neil
Rackers made. The context states that Rackers made a 52 yard field goal and a

42-yard field goal . Hence, the answer is 2.

Table 4: CoT distracted by focusing on numerical precision only. COE-LONG provides superior reasoning by considering
both arithmetic and validity of rationales.

Backbone Method EM F1

GPT-4
CoT 56.2 71.3

COE-LONG 56.4 73.7

PaLM-2
CoT - 82.0a

COE-LONG 79.6 83.3

FEW-SHOT SOTA - 82.4a/83.0b

Table 5: Results on DROP. a−b refer to Gemini Technical
Report (Team et al., 2023) and Huang et al. (2022).

tractor split of HotpotQA (Yang et al., 2018), where
each query faces a large context with two relevant and
eight irrelevant documents, with only 2-5 far-apart sen-
tences serving as rationales. Results in Table 6 show
that E2G , using both ChatGPT and PaLM-2, outper-
forms CoT and other variants by a large margin. With
ChatGPT, E2G achieves a 4% gain in both EM and F1
scores over CoT, while with PaLM-2, the gains are 2%.
Other iterative baselines like ReACT and Reflexion find
the relevant texts one by one, leading to longer trials or
failure to utilize all relevant hops effectively. Note that
with PaLM-2, their literature reported performances
are found with PaLM-1 and we do not reproduce them
as they use few-shot examples, leverage external tools,
and involve iterative generations. In contrast, both E
and G steps of E2G address the entire problem in each
step, demonstrating greater efficiency. As connecting
the relevant texts distant apart is one of the key chal-
lenges in multi-hop QA, to understand the advantages
of extracting Evidence along with the answer (i.e., sin-
gle objective in both steps), we perform an additional
experiment towards a multi-agent or multi-objective

Backbone Method
HotpotQA FEVER

EM F1 Acc

ChatGPT
CoT 43.4 55.3 76.7

Rct+Rfl3 (t=2) 42 - -
E2G 47.1 59.6 80.7

PaLM-2
CoT 44.49 55.76 78.0
E2G 46.76 57.90 82.0

SOTA - 72.71 85.01 94.2 2

Table 6: Performance on HotpotQA. 1−3 refers to Zhang et al.
(2023a), Wang et al. (2023b), Shinn et al. (2023) respectively.
t=2 refers to our equivalent 2 trials. Rct, Rfl denote ReACT,
and Reflexion respectively.

approach. We employ ChatGPT to establish one agent
tasked with co-reference resolution, another as a re-
triever model for sentence ranking, and a third as a
QA agent for generating the final answer. However,
this approach lags behind by 10EM points compared
to ours. We identify multiple issues, including each
agent contributing to propagating its own errors such
as imperfect co-reference resolution and ranking. We
also find that the agents are overly sensitive to input
objective instructions.

In addition, a key bottleneck arises from the retriever
agent as it is unaware of how its outputs will be com-
bined by the later QA agent, leading to sub-optimal
ranking. For instance, when queried about two persons,
all top-k sentences pertaining to one same person may
be ranked higher than those about the other, adding
complexity to the task. In addition, we observe some
interesting hallucination trends with CoT when the con-
text contains distractions: LLMs’ hallucination even



Q: Are both Dafeng District and Dazhou located in the same province?
Ans: No

CoT Reasonings: Dafeng District and Dazhou are both located in the same province, which is Sichuan
province. False information is given in the context that Dafeng and Dazhou are located
in different provinces.

Ans: Yes

COE-SHORT Reasonings: Dafeng District and Dazhou are not located in the same province.
Dafeng District is in Jiangsu province while Dazhou is in Sichuan province.

Ans: No

Table 7: CoT reasoning does not account for grounding–even overrides the contextual fact with its pre-trained knowledge (or
hallucinates). Finding Evidence, E2G enables more factually verified reasoning.

Backbone Method
NQ TQA WOW ELI5

EM F1 EM F1 F1 F1

ChatGPT
CoT 41.6 51.9 68.3 75.4 13.4 27.0
E2G 42.8 53.0 69.5 76.9 15.0 25.1

PaLM-2
CoT 28.4 36.6. 46.9 51.9 12.2 15.3
E2G 31.2 39.5 46.7 52.1 12.4 17.4

SUP. SOTA1 61.8 - 71.1 68.3 73.9

Table 8: Results on NQ, TQA, WOW, and ELI5. 1 & Red refer to Wang et al. (2023b) & an inferior performance.

override the factual information in the context. Table 7
illustrates this with an example where E2G construc-
tively emphasizes on evidences and tackles this. In a
further experiment, we find an increase of 5 points both
EM and F1 score when using COE-LONG instead of
COE-SHORT –validating its higher effectiveness.
Retrieval Augmented Generation In addition to the
MRC and Distractor, we evaluate our framework on
the following five RAG tasks in the KILT benchmark
(Petroni et al., 2021).
Fact Verification: We adopt the Fact Extraction and
VERification (FEVER) dataset (Thorne et al., 2018).
The task involves determining whether a claim aligns
with facts in a Wikipedia reference ("SUPPORTS") or
contradicts them ("REFUTES"). As shown in Table 6,
E2G outperforms strong baselines by more than 4%
across both LLMs. Further comparisons with CoT-SC
(Self-consistency; (Wang et al., 2022)) validate that
performance gaps of over 2% persist. Our Evidence
captures essential rationales for claim evaluation, and
akin to HotpotQA, our global problem-solving ap-
proach provides advantages over iterative CoT variants
(FEVER reasoning examples are in Appendix).
Open-Domain Question Answering: We adopt the
Natural Questions (NQ) (Kwiatkowski et al., 2019)
and TriviaQA (TQA) (Joshi et al., 2017) benchmark
to analyze our prompting framework. For each exam-
ple, there is a short associated answers (less than five
tokens) to generate. We present model performances
w/ E2G in Table 8. We note that questions in NQ are

often joint or has multiple named entity answers, and
hence we choose to the analyze the affect of differ-
ent alternatives for the G-Step context. As shown in
Table 9, LLMs outputs can answer partially in E-step
and using Evidence + Original Context as G-step
context provides additional chances to the model for an-
swering the query fully - consequently enhances model
enhances. To grasp more on improving E2G, investi-

41.6

51.75

42.8

53.02

43.2

53.25

35

40

45

50

55

EM F1

Context in G-step Vs Performance

Evidence Evidence+Orginal Context Adaptive

Figure 3: Reasoning with different "Context" in G-step.
Adaptive means selecting them dynamically on the fly.

gating the dataset more, we further develop an adaptive
G-step context with a heuristic that the well formed
questions (starts with wh words or "be/do/have/modal"
words) are often from this multi-query type. Hence
using Evidence + Original Context for them and
using only Evidence) for ill-formed others (e.g., my
age is what?)–leading to even better performances. Fig-
ure 3 compares them.
Open-ended Long Form Generation: Though, our



Q: Who was in dont worry be happy video?
Ans: [’Bill Irwin’, ’Robin Williams’, ’McFerrin’]

E-Step (CoE-Short) Reasonings: The comedic original video for ’Don’t Worry Be Happy’ stars Bobby McFerrin, Robin
Williams, and Bill Irwin.

Ans: Robin Williams

G-Step (CoE-Short) Reasonings The video for ’Don’t Worry Be Happy’ stars Robin Williams and Bill Irwin along with
McFerrin.

Ans: Robin Williams and Bill Irwin

Table 9: E-step may focus on answering partially when asked joint questions or multiple named entity answers. Hence, to
increase our chances, in second step (G) Context, we use the Evidence + Original Context.

Q: Sounds complicated. How long did it take you to learn to do that?
Ans: It depends on how fast you can learn the languages such as COBOL, C, C++, C#,

Java, Lisp, Python, etc

CoT Reasonings: The context provided discusses various topics such as game programming..The user’s
claim does not relate to any of these topics.

Ans: I am sorry, but your claim does not relate to the context provided.

Our final G-Step Reasonings: Based on the context, it is mentioned that software development takes weeks or months
to complete, but it depends on the complexity of the software. Some complex software
may require more than a year of work, while others are..

Ans: Learning to create software can take varying amounts of time depending on the

complexity of the software and the individual’s learning ability.

Table 10: Dialogue by ChatGPT using CoT and E2G.

focus is toward the reasoning tasks, we also explore its
potential in open-ended generation tasks. We examine
two verbose QA tasks: (i) Knowledge-Grounded Di-
alog Generation using the WoW dataset (Dinan et al.,
2019), where short dialog histories are provided as
context for generating next-turn responses; (ii) Long
Form QA on the ELI5 dataset (Fan et al., 2019), requir-
ing detailed answers to open-ended questions. Table
8 compares E2G with CoT baseline. Although the
performance difference is marginal due to verbosity,
E2G shows a slight gain over CoT in WoW. A small-
scale human evaluation also favored E2G responses
by 71% for factual correctness, similarity to gold re-
sponses, and naturalness. Table 10 illustrates a dia-
logue example, where the overall responses are similar
despite verbosity. However, our results in both bench-
marks lag behind recent Supervised SOTA models. In
Appendix A.1, we perform additional experiments and
further discuss the generalizability.

6 Qualitative Case Study: Why and How
Our Methods Work?

To understand more on why and how COE and E2G en-
hance CoT like reasoning in RAG or with long context,
we conduct a case study on CoT reasoning on com-
plex multihop HotpotQA with a set of 50 examples.
We observe 4 types of errors: (a) when the question

is very hard in reasoning (even for human) (b) when
relevant text lies in the middle or at bottom of retrieved
context, as noted in (Liu et al., 2023b). (c) linguis-
tically or logically challenging questions with long
contexts (d) reasoning is not mentioned in the context.
We focus on c, and d. For problem c, among the erro-
neous wh questions, in 23% of them, the gold answer
span is actually present in the reasoning, and for the
erroneous yes/no questions, 75% of their reasoning
actually hypotheses opposite of the predicted answer
(e.g., "yes" should be derived from reasoning but the
predicted answer is "no"). This indicates that just using
the reasoning to answer the question can achieve quite
some improvements–justifying our intuition for two-
step E2G prompt. For problem d, in our analyses, 23%
of erroneous wh and 25% of yes/no questions are of this
category. This suggests a root change in the prompt-
ing strategy to focus on verification of the reasoning
rationales and to verify, COE shows an 8% lower error
rate. In addition to qualitative analysis, we employ the
self-reflection approach (Shinn et al., 2023) by delib-
erately querying two state-of-the-art LLMs (ChatGPT
and Gemini Pro) about the internal advantages of our
designed instruction over CoT. Details are provided in
Appendix A.2.



Q: Who has the most trophies in the premier league?
Ans: Manchester United

CoT Reasonings: Manchester United has won more trophies than any other club in English football, with a
record 20 League titles, 12 FA Cups, 5 League Cups and a ...

Ans: Manchester United

Our final G-Step Reasonings: Former Blackburn Rovers and Newcastle United striker Alan Shearer holds the record
for most Premier League goals with 260...

Ans: Alan Sheare

Table 11: Overemphasizing on grounding can hinder model from leveraging world knowledge, common sense, etc., (e.g.,
Manchester United is a team in premier league ).

7 Error Analysis and Challenges

Figure 4: F1 scores w/ E2G & CoT vs (sorted) recall.

Apart from persisted hallucination to some extent,
our experiments and ablations reveal two main limi-
tations of our framework. Overemphasis in context-
grounding Some overemphasis on grounding leading
to the model’s failure to infer simple common sense,
leverage generic world knowledge, arithmetic, logic,
and principles (See Table 11), and in many cases, it
causing the model to generate responses such as "un-
known," or "cannot be determined". Specific examples
of categorical mistakes are provided in the Appendix.
Low performance in long form generation We find
that the retrieval recalls in WoW and ELI5 are lower
than our other RAG tasks (See Figure 4) which may
cause this. Upon investigating more on a performance
drop in ELI5: while the task is to generate verbose
answers, ours are still short (Word length 130 vs <100)
and may actually not fulfilling the target requirements–
suggesting a future work of model fine-tuning/domain
adaptation.

8 Conclusion

In this paper, we address the limitations of existing
prompting frameworks for context-aware and retrieval
augmented reasoning. We highlight the challenge of un-
grounded reasoning rationales leading to potential hal-
lucinations in LLMs. Our novel framework introduces
two new prompting methods to identify evidences in
the context and generate answers based on that evi-
dence. Across various tasks, our approach empowers

LLMs to deliver robust, and accurate. Future work in-
volves LLM instruction fine-tuning using our prompted
outputs.

9 Limitations

Our proposed inference framework has achieved sig-
nificant gains over baseline approaches across various
tasks, and in English. However, in certain data domains
(e.g., bio-medical domain (Nentidis et al., 2023)), or
language (e.g., low-resource languages (Parvez and
Chang, 2021)), under automatic evaluation metrics,
and with sufficient computational resources or LLMs,
it may not exhibit such trends. Another aspect is that
the performance scale in RAG tasks may also vary
if the retrieval accuracy is quite different than ours.
Our evaluation considers the EM, F1, Accuracy, and
such matrices for method comparisons, and a different
comparison outcomes may be found while using dif-
ferent sets of matrices. For RAG tasks, we use top-5
retrieved documents with any context filtering (e.g.,
(Parvez et al., 2023)) and for all tasks, we did not adopt
any model fine-tuning. Under these change in settings,
a different kind of results may be obtained regarding
which we do not conduct any experiments on. We
also note an additional risk of getting different perfor-
mances on a different number of test instances in the
benchmark datasets we reported.

Ethics

In this paper, we conduct a small scale human evalu-
ation. All our participants were pre-informed about
the voluntary nature of our survey, approximated re-
quired time, criteria of the feedback. An example
human evaluation screen-shot can be found: https:
//forms.gle/h6WJtC7TrDj9LUNc6. The participants
span different continents, and asked through author’s
research channels.

https://forms.gle/h6WJtC7TrDj9LUNc6
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Question:  Which of the following can be the order of recording these 7 records from 1 to 7?

context:  A producer is recording 7 albums one after another? F, G, H, J, K, L and M, but it is not necessary to record in this order. When 
arranging the sequence of recording these 7 albums, the following conditions must be met? (l) F must be ranked second. (2) J cannot be 
ranked seventh. (3) G can neither be directly in front of H nor immediately after H. (4) H must be somewhere in front of L. (5) L must be 
somewhere before M

options': ['F, K, G, L, H, J, M.', 'G, F, H, K, L, J, M.', 'G, F, H, K, L, M, J.', 'K, F, G, H, J, L, M.’]
Answer: 1

cot ans:  {
"answer": 0,
"step_by_step_reasoning": [
"Step 1: F must be ranked second. This eliminates option 2 and 3 as they have F in the wrong position.",
"Step 2: J cannot be ranked seventh. This eliminates option 3.",
"Step 3: G can neither be directly in front of H nor immediately after H. This eliminates option 4 as G is immediately after H.",
"Step 4: H must be somewhere in front of L. Option 1 satisfies this condition.",
"Step 5: L must be somewhere before M. Option 1 satisfies this condition.",
"Conclusion: Option 0 (F, K, G, L, H, J, M) is the correct order of recording the albums."

]
}
e2g:  {
"answer": 1,
"step_by_step_reasoning_with_evidence_and_explanation": [
"Step 1: F must be ranked second. We can eliminate option 3 because F is not in the second position.",
"Step 2: J cannot be ranked seventh. We can eliminate option 2 because J is in the seventh position.",
"Step 3: G can neither be directly in front of H nor immediately after H. We can eliminate option 4 because G is immediately after H.",
"Step 4: H must be somewhere in front of L. Option 1 meets this condition.",
"Step 5: L must be somewhere before M. Option 1 meets this condition.",
"Based on the given conditions, option 1 ('G, F, H, K, L, J, M.') is the correct order of recording the 7 albums."

]
}

Figure 5: Example-1 w/ different prompting for LogiQA
benchmarks

A.2 Self-Reflection: Why COE Works?
Along with statistical motivation, to further understand
why it works, we consider the self-reflection (Shinn
et al., 2023) approach–deliberately asking two different
SoTA LLMs (ChaTGPT and Gemini Pro) the internal
advantages of our designed instruction over CoT. Be-
low we summarize them.

1. Logical Reasoning: promotes more structured and logical
thought process, reducing unsupported statements.

2. Factual Basis: Explicitly asking to focus on justifying its
answer by providing evidence & explanation encourages the
LLM to ground its reasoning in the context and relevant facts,
making it less likely to resort to imaginary or unsupported
claims.

3. Reduced Speculation: Prompting for evidence encourages
to rely on what is known or can be reasonably inferred from
existing information.

4. Accountability: When prompted to provide evidence, mod-
els are held accountable for the accuracy and reliability of
their responses.

A.3 Qualitative Examples



context: July 16, 2013, Snowden, the whistleblower of the US "Prism Gate" incident, formally submitted an application for asylum to 
Russia. The United States has been hunting for Snowden. If Russia accepts Snowden\'s application, it will surely lead to the 
deterioration of Russia-US relations. However, there are high voices in Russia and other countries in the world that Snowden is a 
defender of the rights of the people of the world. If he refuses his application, Russia will suffer moral and national
 dignity.
Q: If the above statement is true, which of the following statements must be true?
Gold answer:  3
Options : ['Russia does not want the Snowden incident to harm Russia-US relations.', 'Russia will not give Snowden to the United 
States, but may send him to a third country.', "If Snowden's asylum application is accepted, Russia will not be compromised morally or 
nationally.", 'If Russia does not want to worsen relations between Russia and the United States, it will suffer morally and national 
dignity.’], 
cot ans:  {
  "answer": 0,
  "step_by_step_reasoning": [
    "The context states that if Russia accepts Snowden's application, it will lead to the deterioration of Russia-US relations.",
    "The context also mentions that if Russia refuses his application, it will suffer moral and national dignity.",
    "Option 0 states that Russia does not want the Snowden incident to harm Russia-US relations, which aligns with the context.",
    "Option 1 is not supported by the context.",
    "Option 2 is not supported by the context.",
    "Option 3 is partially true but does not fully capture the situation described in the context.",
    "Therefore, the best answer is option 0."
  ]
}
E2G:  {
  "answer": 3,
  "step_by_step_reasoning_with_evidence_and_explanation": [
    "Step 1: Identify the key points in the context. The context states that if Russia accepts Snowden's application, it will lead to the 
deterioration of Russia-US relations
. If Russia refuses his application, it will suffer moral and national dignity.",
    "Step 2: Evaluate each option based on the context.",
    "Option 0: 'Russia does not want the Snowden incident to harm Russia-US relations.' - This statement is true, but it does not 
necessarily follow from the context that it 
must be true.",
    "Option 1: 'Russia will not give Snowden to the United States, but may send him to a third country.' - This statement is a possible 
outcome, but it is not mentioned in th
e context and therefore cannot be considered as a must-be-true statement.",
    "Option 2: \"If Snowden's asylum application is accepted, Russia will not be compromised morally or nationally.\" - This statement is 
not true, as the context states that
 if Russia accepts Snowden's application, it will lead to the deterioration of Russia-US relations.",
    "Option 3: 'If Russia does not want to worsen relations between Russia and the United States, it will suffer morally and national 
dignity.' - This statement is true and f
ollows directly from the context, as it states that if Russia refuses Snowden's application, it will suffer moral and national dignity.",
    "Step 3: Select the index of the option that must be true based on the context. In this case, the correct answer is option 3."
  ]
}

Figure 6: Example-2 w/ different prompting for LogiQA benchmarks



HotpotQA

Q1: What ancestries were self-identified by fewer than 7% of the population?
A: ["English", "Polish", "French", "English", "Polish", "French"]
(CoT) Step by step reasoning: The context states that the top ancestries self-identified by people on the census are talian (13.6%), Guyanese (12.3%), Irish (12.1%), 
Puerto Rican (10.1%), German (8.7%), English (6.0%), Polish (5.4%), French (4.4%). Therefore, the ancestries that were self-identified by fewer than 7% of the 
population are Race (United States Census), two or more races, Asian (U.S. Census), Native American (U.S.Census), and Pacific Islander (U.S. Census).
(CoT) Output: Asian (U.S. Census), Native American (U.S.Census), and Pacific Islander (U.S. Census).
E2G) Evidence & explanation: The context states that the top ancestries self-identified by people on the census are Italian (13.6%), Guyanese (12.3%), Irish (12.1%), 
Puerto Rican (10.1%), German (8.7%), English (6.0%), Polish (5.4%), French (4.4%). (E2G) Output: English, Polish, French

Q2: How many years was it in between when Ava ceded to Mohny in all northern Avan territory down to present-day Shwebo and the confederation wiping out Ava's 
defences in Shwebo? A: [17, 20]
(CoT) Step by step reasoning: n 1507, Ava ceded to Mohnyin all northern Avan territory down to present-day Shwebo. he confederation wiped out Ava's defences in 
Shwebo in 1524. 1524-1507=7 (CoT) Output: 7
(E2G) Evidence & explanation: In 1507, Ava ceded to Mohnyin all northern Avan territory down to present-day Shwebo in the vain hope that the raids would stop. It 
did not. The confederation wiped out Ava's defences in Shwebo in 1524. (E2G) Output: 17

DROP

WoW

WoW

Q: There is not a computer game that goes by the name of Firefox. A: SUPPORTS
(CoT) Step by step reasoning: The context states that Firefox is a web browser. The context does not mention anything about a computer game that goes by the 
name of Firefox. (CoT) output: REFUTES. (E2G) Evidence & explanation: The context states that Firefox is a web browser, not a computer game. (E2G) Output: 
SUPPORTS
Q: There exists a punk band called The Times.
True answer and e2g answer:  REFUTES
(CoT) Step by step reasoning: The first context states that The Times are a British indie band. Therefore, the claim is supported. (CoT) output: SUPPORTS
(E2G) Evidence & explanation: The first context states that The Times are a British indie band. (E2G) Output: REFUTES
Q:  The English Wikipedia is definitely not an edition of a free online almanac.
True answer and e2g answer:  SUPPORTS
(CoT) Step by step reasoning: English Wikipedia is not an edition of a free online almanac. The English Wikipedia is a free encyclopedia. An almanac is a reference 
book that contains information about the year, such as weather forecasts, astronomical events, and sports schedules. The English Wikipedia does not contain 
information about the year, such as weather forecasts, astronomical events, and sports schedules. (CoT) output: REFUTES
(E2G) Evidence & explanation: The context states that the English Wikipedia is not an edition of a free online almanac. This supports the claim that the English 
Wikipedia is definitely not  an edition of a free online almanac. (E2G) Output: SUPPORTS

FEVER

Q: Target always felt like the slightly classier walmart.
A: They have certainly always seemed to have a better reputation, considering all the protest from small-town advocates, labor unions, and the like.
(CoT) Step by step reasoning: Based on the context, Target is known for offering more upscale, trend-forward merchandise at lower costs, which differentiates it from its 
competitors like Walmart. This concept attracts younger customers than Walmart, and the median Target shopper is 40, the youngest of all major discount retailers that 
Target competes directly against. Additionally, the median household income of Target's customer base is roughly $64,000. It is also worth noting that roughly 76% of 
Target customers are female. Lastly, Target has acquired the San Francisco-based jeweler Shreve & Co., which it merged with previously acquired J.B. Hudson & Son to 
become Dayton Jewelers.
(CoT) Output: Target is known for offering more upscale, trend-forward merchandise at lower costs, which attracts younger customers than Walmart. The median Target 
shopper is 40, the youngest of all major discount retailers that Target competes directly against. The median household income of Target's customer base is roughly 
$64,000. Roughly 76% of Target customers are female, and more than 43% have acquired the San Francisco-based jeweler Shreve & Co., which it merged with previously 
acquired J.B. Hudson & Son to become Dayton Jewelers.
(E2G) Evidence & explanation: As mentioned in the context, Target has intended to differentiate its stores from its competitors by offering what it believes is more upscale, 
trend-forward merchandise at lower costs, rather than the traditional concept of focusing on low-priced goods. This has resulted in Target stores attracting younger 
customers than Walmart, among other competitors. Additionally, the median household income of Target's customer base is roughly $64,000, which is higher than 
Walmart's customer base. While Walmart is a discount department store that carries general merchandise and limited groceries, Target is often considered a slightly 
classier version of Walmart due to its focus on more upscale merchandise and attracting a slightly more affluent customer base.
(E2G) Output: Yes, Target is often considered a slightly classier version of Walmart.

Q1:  Are both Dafeng District and Dazhou located in the same province?   A: No
(CoT) Step by step reasoning: Dafeng District and Dazhou are both located in the same province, which is Sichuan province. False information is given in the context that 
Dafeng and Dazhou are located in different provinces. (CoT) Output: Yes. 

(E2G) Evidence & explanation: Dafeng District and Dazhou are not located in the same province. Dafeng District is in Jiangsu province while Dazhou is in Sichuan province. 
(E2G) Output: No.

Q2: This Celtic ruler who was born in AD 43 ruled southeastern Britain prior to conquest by which empire?  A: Roman
(CoT) Step by step reasoning: The Celtic ruler who was born in AD 43 ruled southeastern Britain prior to conquest by the Catuvellauni tribe, as mentioned in the context. 
(CoT) Output: Catuvellauni
(E2G) Evidence & explanation: The context mentions that the Celtic ruler ruled southeastern Britain prior to conquest by the Roman Empire, so the answer is Roman. 
(E2G) Output: Roman

Q: I am a retired computer programmer. I enjoyed my life as a person who creates computer software.\nThat sounds interesting, what kind of software did you create?\nI
create all sort of software as long as long it is an executable code consisting of machine language instructions\nThat sounds complicated. How long did it take you to learn 
to do that?
A: It depends on how fast you can learn the languages such as COBOL, C, C++, C#, Java, Lisp, Python, etc
(CoT) Step by step reasoning: The context provided discusses various topics such as game programming, software maintenance, and computer-aided maintenance. The 
user's claim does not relate to any of these topics. However, it is interesting to know that the user enjoyed creating all sorts of software as a retired computer programmer.
(CoT) Output: I am sorry, but your claim does not relate to the context provided. However, it is interesting to know that you enjoyed creating all sorts of software as a 
retired computer programmer.

(E2G) Evidence & explanation: Based on the context, it is mentioned that software development takes weeks or months to complete, but it depends on the complexity of 
the software. Some complex software may require more than a year of work, while others are never considered 'complete' but rather are continuously improved as long as
they stay in use. Therefore, the time it takes to learn to create software may vary depending on the complexity of the software and the individual's learning ability.
(E2G) Output: Learning to create software can take varying amounts of time depending on the complexity of the software and the individual's learning ability.

Figure 7: Example Model I/O (E2G vs CoT)



Q:  when does not going out series 9 start? A: ['8 March 2018']
(CoT) Step by step reasoning: The eighth series of 'Not Going Out' began airing on 13 January 2017 and ended on 3 March 2017. Therefore, the ninth series did
not start before 8 January 2017 (CoT) output: 8 January 2017 (E2G) Evidence & explanation: Series 9 of 'Not Going Out' began on 8 March 2018. (E2G) Output: 8 
March 2018

Q: when did honolulu become the capital of Hawaii? A: ['1845’]
(CoT) Step by step reasoning: In 1850, Kamehameha III declared Honolulu to be the official capital of the Kingdom of Hawaiʻi. (CoT) output: 1850 (E2G) Evidence 
& explanation: In 1845, Kamehameha III moved the permanent capital of the Hawaiian Kingdom from Lahaina on Maui to Honolulu. (E2G) Output: 1845

NQ

Q:  In which Formula One team did Damon Hill replace Nigel Mansell? A:  ['Williams (disambiguation)', 'Williams (company)', 'Williams']
(CoT) Step by step reasoning: "Damon Hill replaced Alain Prost in Williams team in 1994. In the previous season, Nigel Mansell was the driver for Williams. So, 
Damon Hill replaced Nigel Mansell in Williams team."
(CoT) output: "Nigel Mansell
(E2G) Evidence & explanation: Damon Hill replaced Nigel Mansell in the Williams team." ", (E2G) output: Williams",

Q: Before breaking up, how was the Union of Soviet Socialist Rebublics abbreviated in Russian, using the Russian Cyrillic alphabet? A: ['C C C P', 'The C. C. C. P.', 
'The C–C–C–P', 'U.-S.-S.-R.', 'СССР', 'The U.–S.–S.–R.', 'Советской Социалистической Республикаослэн Союззы', 'Совет, Ушем', 'The Soviet–Union', 'The Soviet-
Union’, ]
(CoT) Step by step reasoning: The abbreviation for the Russian Soviet Federative Socialist Republic (Russian SFSR) was commonly used as RSFSR. This abbreviation 
was used until the Soviet Union officially ceased to exist on December 26, 1991. During 1992, it was allowed to use the old name of the RSFSR for official business 
(forms, seals and stamps).
(CoT) output: RSFSR (E2G) Evidence & explanation:  The abbreviation for the Union of Soviet Socialist Republics (USSR) in Russian Cyrillic alphabet was 'CCCP’.  
(E2G) output: CCCP

TQA

Q: who has the most trophies in the premier league?
A: ['Manchester United]
(CoT) Step by step reasoning: Manchester United has won more trophies than any other club in English football, with a record 20 League titles, 12 FA Cups, 5 
League Cups and a
(CoT) output: 'Manchester United (E2G) Evidence & explanation: Former Blackburn Rovers and Newcastle United striker Alan Shearer holds the record for most 
Premier League goals with 260.. (E2G) Output: Alan Shearer

Negative Results NQ 
(Gen knowledge)

Negative Results HotpotQA
(Low conf. and hallucinate)Q: who is younger Keith Bostic or Jerry Glanville ?

A: [Keith Bostic]
(CoT) Step by step reasoning: We do not have any information about the age of Jerry Glanville or Keith Bostic in the given context except for their 
birth years. Therefore, we cannot determine who is younger based on the given context.
(CoT) output: Keith Bostic (E2G) Evidence & explanation: The context does not provide information about who is younger between Keith Bostic 
and Jerry Glanville. (E2G) Output: Unknown
Q: Which Australian city founded in 1838 contains a boarding school opened by a Prime Minister of Australia and named after a school in London of the same name.
A: [Marion, South Australia]
(CoT) Step by step reasoning: The only city mentioned in the context that can fit the query is Marion. 
(CoT) output: Marion (E2G) Evidence & explanation: The Australian city founded in 1838 that contains a boarding school opened by a Prime Minister of Australia and 
named after a school in London of the same name is Melbourne. The boarding school is called Melbourne Grammar School and was opened by Prime Minister James H. 
Scullin in 1930. It was named after the prestigious school in London, Westminster School. E2G) Output: Melbourne

Negative Results FEVER 
(Commonsense)Q: Brian De Palma is a writer.

A: ['SUPPORTS']
(CoT) Step by step reasoning: The context states that Brian De Palma is a director. The context also states that Brian De Palma is a graduate student in their 
theater department. The context also states that Brian De Palma is a composer. Therefore, the claim that Brian De Palma is a writer is supported by the 
context.'(CoT) output: SUPPORTS (E2G) Evidence & explanation: The context does not mention that Brian De Palma is a writer. (E2G) Output: REFUTES

Negative Results DROP 
(Arithmetic)Q: How many percent combined did the smallest three racial groups have?

A: 3.45
(CoT) Step by step reasoning: the smallest three racial groups are Asian, Native American, and Pacific Islander.', 'The percentage of Asian people in the city is 
2.62%.', 'The percentage of Native American people in the city is 0.69%.', 'The percentage of Pacific Islander people in the city is 0.14%.', 'Adding these three 
percentages together, we get 3.45%. CoT) output: 3.45 (E2G) Evidence & explanation: The smallest three racial groups are Asian, Native American, and Pacific 
Islander. The percentage of people in these groups combined is 3.55%. (E2G) Output: 3.55%

Q: How many points did the Ravens have at the half? A: 17
(CoT) Step by step reasoning: The game was tied 3-3 with 4:32 remaining in the first half. Quarterback Joe Flacco struck quickly, however, completing touchdown 
passes of 65 yards and 10 yards, to Todd Heap and Derrick Mason respectively, just before half time.', 'So the Ravens had 3 + 7 + 7 = 17 points at the half.
CoT) output: 3.17 (E2G) Evidence & explanation: The Ravens scored two touchdowns just before half time, giving them 10 points. (E2G) Output: 10

Figure 8: Example Model I/O (correct and incorrect outcome)
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